Ph. D. Qualifying Exam: Applied Probability. June 1st, 2017

Instructor: Bei Hu Candidate:

There are 8 problems. Show all your work.

1. Toss a fair coin repeatedly until two consecutive heads appear. Let X be the total of all
head count, find FX, VarX. Here are some sample events (1 = head, 0 = tail):

(L1, X =1+1=2;
{1,0,1,1}, X =1404+1+1=3;
{1,0,0,0,1,1}, X =1+4+04+040+1+1=3;
{1,0,0,1,0,1,1}, X =1+ 0+0+14+0+1+1=4;

Sol. Last two toss would have to be heads if X = 2, thus
P(X=2)=>27=1/2
=2

For k > 2,

P(X = k) = P(1st toss is tail) P(X = k)+P(1st toss is head) P(2nd toss is tail) P(X = k—1),

1 1
GP(X =k) = P(X=k—1).

By induction P(X = k) = 27%"1. Thus

EX =) k27! =3,

k=2
EX? =Y k*27% =11,
k=2

VarX = EX? — (EX)* = 2.
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2. Suppose X and Y are independent continuous random variables with the same density
function f(z) =e*, x > 0.

(a) Find the density function for X + Y;
Sol.

/ e e W dy = xe?, x> 0.
0

(b) Find the joint density function for X, X + Y.
Sol.

P(X<u,X+Y <uv) = //

e " Ydxdy
<u, z+y<v
x

_ /O ( /0”_ ¢ Vdy) du

= /Ou(e_x —e V)dx

Taking derivatives in u then in v, we obtain

v

fxxtv(u,v) =e™", 0<u<w.
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3. Three factories A, B and C manufacture zoogles. Factory A produces 20% of the zoogles
and factory B produces 75% of the zoogles. The remaining 5% of the zoogles are from factory
C. The defective rate for factory A is 1 in 50 and the defective rate for factory B is 1 in 20.
The defective rate for factory C is 1 in 100.

(a) What is the probability a randomly selected zoogle is defective?

Sol.
P(def) = P(from A)P(def from A) + P(from B)P(def from B)P(from C)P(def from C)
1 1 1
— 02 -— 4+075- — +0.05- —
0 50+O75 20+005 100

= 0.042

(b) Given that a zoogle is defective, what is the probability that it is from factory C?

Sol.
P(from C|def) = P(from C and def)/P(def)
_ 00 o
0042

(c) A shipment of 100 zoogles is received from a distribution center (which distribute zoogles
from all factories). What is the probability that all of them are not defective?

Sol.
Prob = (1 —0.042)" = 0.958' = 0.01369
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4. Here is a simple random walk. Let S,, = Sy + Z X;, where X; are independent, and takes
i=1
the value —1, 1. Assume

P(X;=1)=p, P(X;=-1)=¢q, p+q=1 p>q

Suppose that the sites 0 and N are absorbing barriers. Let T} be the time it takes to go from
the site k to one of the absorbing barriers. Let J, = E(T}). Obviously Jy =0 and Jy = 0.

(a) Find the equation for J.
Sol. For 1 <k <N —1,

Ji = P(lst step is right)(Jr41 + 1) + P(1st step is left)(Jr—1 + 1)
= pJes1 +qJi—1 + 1,

or
Jie — pJit1 — qJr—1 = 1.

Sol. Inhomogeneous particular solution J, = Ak:

Ak —pA(k+1) —qA(k—1) =1, A(g—p) =1, A= ————, Jpy = ——rn.

Homogeneous solution J;, = 6*:
0F —po"tt — 0"t =0,  O-pt?—q=0, O=1,4q/p

General solution .

Jip = Cy + Cylq/p)f — ——.

= G+ Cala/n)f —

The boundary condition Jy = 0 implies C + C5 = 0, the boundary condition Jy = 0 implies
C1 + Ca(q/p)™ — N/(p — q) = 0. Thus

N
(p—q)(1 = (q/p)™)

~Cy=C1 =

and
N(1 - (¢/p)") k

T -9 -(a/pY) p-a
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5. Suppose G(s) is the generating function of the random variable X. Suppose also that (a)
the random variable X takes positive integer values, and (b) X; (j = 1,2,3,---) have the
same distribution as X, and (c¢) X, X;, Xs, - - - are all independent.

1
(a) Find £ (§> in terms of the function G (and possibly derivatives or integrals of 7).

E()l() :/()13X1ds:/01 Gis)ds.

(b) Let Y = X + Xo + X3+ --- Xx. Find E(Y) in terms of the function G (and possibly
derivatives or integrals of G).

Sol. The generating function of Y is given by G(G(s)), so that

d

EY = —
ds

G(G(s)| _, = G(G)G'(1) = (G'(1)*

s=1
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6. (a) Suppose that S, = X; + Xy + -+ X, is a Martingale with respect to Xy, Xo, -+, X,,,
ie.,

E(Spi1| X1, -+, Xn) = Sy
Prove that E(X,;X,) = 0if i # j.

Sol. Suppose j > i. Then

E(X;X;) = E(Xi(S;—S;.1)
= B(B(Xi(S; = 81Xy, -+,

X]
= E(XiE((Sj—Sj—1)|X17"'an—1))
= 0.

(b). For x > 0, find the limit (quote explicitly any theorem you use)

. —n n
w2y (1)

k:|k—%n|§%$\/ﬁ

Sol. For Bernoulli distribution with p =¢=1/2, EX; =p=1/2, VarX; = p(1 — p) = 1/4.
Let S, = > 1", X;. By central limit theorem,

oo S (R) = dmo S P(S.=R

m 00
k:\kfén\géz\/ﬁ k:|k—ESn|/vV/VarSp<z
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7. Let W, be the standard Brownian motion with Wy, = 0, EW; = 0 and VarW, = t.
Suppose that 0 < s < t. Find

(a) E(Wy|Wy) and Var(W,|W).
Sol.
EWW,) = EW,—W,+ W,
— W, + E(W, - W,

= Wy+ E(W:_y)
= Ws.

Ws)
Ws)

EWZW,) = E((W; — W, + W.)*|W,)
= E((Wp = W)? +2W. (W, — W,) + W2
= B((W, = W)2W.) + 2W.B((W, — W)
= EW? 4+ 2W,EW, ,+ W2
= t—s+ W2

W)
W)+ W2

Var(Wy W) = EOWAHW,) — EW|W)? =t — s+ W2 - W?2? =t —s.

(b) Using It6’s formula, find d(W;)?2.
Sol. f(w) =w?, f'(w)=2w, f"(w)=2.
1
A(W3)? = 2W,dW, + 5 -2 dt = 2W,dW, + db
t
(C) Find / Wtth
0

Sol.
t ]_ t

/ W,dW, = 5/ A(W)? — dt = ~(Wy)? — -
0 0
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8. Let W, be the standard Brownian motion with Wy =0, EW; =0 and VarW, =t.

(a) Prove that {W,,, Wi,,--- , Wi} (t1 < t2 < --- < ty) satisfies a multivariate normal
distribution.

Proof: Since

{th = T, WtQ = T, "'7WtN = $N}
= {th =T, WtQ — th = T9 — X1, "',WtN — WtN—l = IN _fol}

and the components of the second expression are all independent by definition of Brownian
motion, it is easy to see that a multivariate normal distribution is generated.

(b) Suppose that 0 < s < t. Find E(W,|W;).

Sol. Since EW, = EW, = 0,
Cov(W, — §Wt, W) = E[(W, - gwt)wt} = B(W,W,) — gEWf =5 ; =0,

The processes W, — :W; and W, are uncorrelated. Because Brownian motion generates
multivariate normal distribution, they are actually independent. Thus

BWIWy) = B(W, = SWe+ SWi| W)

= B(W. - “wiw) + %Wt

t
= E(W, - §Wt) + §Wt
= W
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