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One of the main policy sources of trade–cost changes is the formation of an economic integration agreement
(EIA), which potentially affects an importing country's welfare. This paper: (i) provides the first evidence using
gravity equations of both intensive and extensive (goods) margins being affected by EIAs employing a panel
data set with a large number of country pairs, product categories, and EIAs from 1962 to 2000; (ii) provides
the first evidence of the differential (partial) effects of various “types” of EIAs on these intensive and extensive
margins of trade; and (iii) finds a novel differential “timing” of the two margins' (partial) effects with
intensive-margin effects occurring sooner than extensive-margin effects, consistent with recent theoretical
predictions. The results are robust to correcting for potential sample-selection, firm-heterogeneity, and reverse
causality biases.
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1. Introduction

The gravity equation has long dominated the international trade
literature as the main econometric approach toward estimating ex
post the “partial” (or direct) effects of economic integration agreements
and other natural and policy-based bilateral trade costs on aggregate
bilateral trade flows.1 Economic integration agreements (EIAs) refer
broadly to preferential trade agreements, free trade agreements, cus-
toms unions, common markets, and economic unions.2 Recently, Baier
and Bergstrand (2007) demonstrated that estimation (ex post) of the
(partial) effects of EIAs suffered from endogeneity bias, mainly due to
self-selection of country-pairs' governments into agreements. They
showed that – after accounting for such bias using panel techniques –
EIAs had much larger effects on trade flows than revealed in the earlier
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gravity equation literature and these estimates were more precise.
Anderson and Yotov (2011) confirmed these findings using panel data
also. Such results followed in the footsteps of empirical trade studies
such as Trefler (1993) and Lee and Swagel (1997) that showed that
previous estimates of trade-policy liberalizations on imports were
underestimated considerably due to endogeneity bias.

While such positive estimates for EIA dummy variables were
interpreted in the context of either Armington or Krugman models as
EIAs increasing trade volumes of existing homogeneous firms (i.e., the
“intensive margin”), consideration of zeros in bilateral trade, fixed ex-
port costs, and firm heterogeneity have led researchers more recently
to examine various “extensive margins” of trade. Such extensive mar-
gins fall under three general categories: country, goods (or products),
and firm. The existence of zeros in aggregate bilateral trade flows
among many country pairs has led some researchers to explore the
probability that a pair of countries trades at all; to the extent that an
EIA affects this probability, this changes the country extensive margin
of trade and potentially economic welfare.

A secondmargin is known as the “goods”margin of trade. Hummels
and Klenow (2005), or HK, introduced this notion by examining zeros in
bilateral trade flows at highly disaggregated product-category levels. The
motivation for HK was to explore in a cross section of a large number
of products and among a large number of U.S. trading partners a funda-
mental question: Do large economies export more because they export
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larger quantities of a given good (i.e., intensive goodsmargin) or awider
set of goods (extensive goods margin)?3 They found in their cross sec-
tion that about 60% of larger exports of large economieswas attributable
to the extensive goods margin; specifically, as the exporter country's
economic size grew, it exported a larger number of product categories
(or “goods”) to more markets. However, HK did not investigate the re-
lationship between trade liberalizations and the intensive and extensive
goods margins of trade. The purpose of this paper is to address this
shortcoming.

In this paper, we explore the impact of EIAs on aggregate tradeflows,
intensive (goods) margins, and extensive (goods) margins for a large
number of goods, country pairs, and years.4 This is important for at
least three reasons. First, the relative impacts on intensive versus exten-
sive margins of trade liberalizations may matter for estimating the
welfare gains from trade. Traditionally, thewelfare gains from trade lib-
eralizations in models such as Armington and Krugman arise due to
terms-of-trade changes; this is summarized succinctly in Arkolakis
et al. (2012). In Eaton and Kortum (2002), trade liberalizations increase
welfare due to an increase in economic efficiency a la the Dornbusch–
Fisher–Samuelson model. In the Melitz (2003) model, trade liberaliza-
tions lead to gains due to firm heterogeneity and resulting increases in
aggregate productivity. Second, while Arkolakis et al. (2012) recently
argued that the welfare gains are iso-morphic across many modern
quantitative trade models, they note that the gains can vary across
models allowing heterogenous firms depending upon the type ofMelitz
model; hence, the distinction between intensive margin effects and ex-
tensivemargin effects is important for ultimately quantifyingwithmore
precision the “gains from trade.”5 Third, the HK analysis limited itself to
a cross section. In a panel, however, intensive margin and extensive
margin effects of EIAs may have differential “timings.” For instance,
Arkolakis et al. (2012) recently introduced staggered “Calvo pricing”
into their Ricardian model of trade and showed that the intensive mar-
gin likely reacts sooner to trade liberalizations than does the extensive
margin. Moreover, since the two margins have different “trade elastici-
ties,” the quantitative path of the welfare gains is time sensitive.

Our paper extends the literature by offering three potential empiri-
cal contributions. First, we extend the Baier and Bergstrand (2007)
panel econometric methodology for the (partial) effects of EIAs on ag-
gregate trade flows using a gravity equation to examine in a setting
with a large number of country pairs the effects of virtually all EIAs on
the extensive and intensive goods margins, using the HK trade–
margin–decomposition methodology. In the context of an econometric
analysis, we are thefirst to find economically and statistically significant
EIA effects on both the intensive and extensive (goods) margins in the
context of a large number of country pairs, EIAs, and years.

Second, we examine the effects of various types of EIAs – one-way
preferential trade agreements (OWPTAs), two-way preferential trade
agreements (TWPTAs), free trade agreements (FTAs), and a variable for
customs unions, commonmarkets and economic unions (CUCMECUs) –
on trade flows, extensive margins, and intensive margins.6 While two
recent studies have adapted the Baier–Bergstrand methodology for esti-
mating the effect of differing “types” of EIAs on bilateral aggregate trade
flows, no econometric study has examined the effect of various types of
EIAs on the (goods) extensive and intensive margins of trade using a
3 Each “good”was a 6-digit SITC category. They also explored the effects of country size
and per capita GDP on the quality of goods exported, as well as the two margins.

4 Because firm-level data is not available for a large number of country-pairs for a large
number of years, we are constrained to investigating EIAs impacts on products defined at
the 4-digit SITC category level, as in Hillberry and McDaniel (2002), Kehoe and Ruhl
(2009), and Foster et al. (2011) discussed below.

5 For instance, welfare estimates could be sensitive to the presence or absence of inter-
mediates or multiple sectors. See also Melitz and Redding (2013) and Feenstra and
Weinstein (2013).

6 The HK methodology is based on Feenstra (1994). Due to few observations on com-
mon markets and economic unions, we combine these two types of “deeper” EIAs with
customs unions to form the variable CUCMECU, representing “deep” EIAs.
large number of country pairs and EIAs.7 Neither Helpman et al. (2008)
nor Egger et al. (2011) distinguished among various types of EIAs in
their analyses of country intensive and extensive margins. We find not
only that deeper EIAs have larger trade effects than FTAs, and the latter
have larger effects than (partial) two-way and one-way PTAs, but we
distinguish between these various trade effects at the extensive and in-
tensive margins using a panel of (disaggregate) bilateral trade flows
from 1962 to 2000 covering 98% of world exports.

Third, Bernard et al. (2009) is likely the only empirical study to date
to explore the “timing” of extensive and intensive margin responses to
shocks. Using cross-sectional variation to examine long-run aspects,
Bernard et al. (2009) find that variation in trade flows across country
pairs is explained largely by the extensive margin, using firm-level
data (the “firm” margin); this result is consistent with HK using their
“goods” margin. But using time-series variation, Bernard et al. (2009)
find that a larger proportion of trade variation can be explained by the
intensive margin at short (five-year) time intervals. They show that,
following the Asian financial crisis of 1997, virtually all of the variation
in trade flows within 2–3 years could be explained by the intensive
margin. This finding is consistent with two recent theoretical studies
arguing that the low trade-cost elasticity found inmacroeconomic anal-
yses of business cycles should be associated with the intensive margin
of trade compared with the relatively higher trade-cost elasticity
found in international trade, which reflects the intensive and extensive
margin effects.8 In this paper, we allow for differential “timing” of EIA
effects using panel data. We find the first comprehensive empirical
evidence that the shorter-term effects of EIAs on trade flows are more
at the (goods) intensive margin and longer-term effects are more at
the extensive margin (the latter entailing either fixed export costs or
staggered “Calvo pricing” by consumers), consistent with intuition and
results in Bernard et al. (2009). Moreover, our results shed empirical
light on theoretical conjectures for the relative quantitative effects on
intensive and extensive margins of variable trade cost changes in a
Melitz-type model. Finally, we show our results are robust to potential
country-selection, firm-heterogeneity, and reverse causality biases.

The remainder of this paper is as follows. Section 2 discusses our
methodology, based on the HK linear trade–margins–decomposition
method and the Baier and Bergstrand (2007) approach for estimating
partial effects of EIAs on trade flows in gravity frameworks. Section 3
discusses data and measurement issues. Section 4 provides the
main empirical results and findings from three sensitivity analyses.
Section 5 concludes.
2. Methodology

Only three empirical studies have explored the effects of trade liber-
alizations – and, in particular, EIAs – on the intensive and extensive
goods margins of trade using the HK methodology. The earliest study
using the HK decomposition to explore this issue is Hillberry and
McDaniel (2002), focusing solely on the North American Free Trade
Agreement (NAFTA). Although they do not attempt to establish causal
effects from NAFTA to trade increases, they provide a decomposition
of post-NAFTA trade among the three partners into goods intensive
and extensive margins using 4-digit Standard International Trade
Classification (SITC) data. They find evidence of both margins changing
between 1993 and 2001. Kehoe and Ruhl (2009) examined NAFTA, the
earlier Canada–U.S. FTA trade liberalization, and some structural
7 The two studies that extended the Baier–Bergstrand framework to differing types of
EIAs areMagee (2008) and Roy (2010); both found that customs unions had larger aggre-
gate trade flow effects than FTAs. However, neither study examined extensive versus in-
tensive margin issues.

8 Ruhl (2008) explains the delayed effect of the extensive-margin effects to fixed export
costs on the supply side, while Arkolakis et al. (2011) explain the delayed effect of the
extensive-margin effects to “Calvo pricing” by consumers on the demand side.



9 We refer here to Eq. (23) in Arkolakis et al. (2012), under the assumption that fixed
export costs are paid in the importing country (i.e., μ = 0).
10 However, fijt works entirely through the extensive margin, so that there is no clear
theoretical hypothesis for the relative sizes of intensive and extensive margin effects of a
given EIA formation. Yet, in light of estimates of γ/(σ − 1) between 1.5 and 2, this
additional fixed-trade-cost elasticity can range feasibly between only 0.5 and 1. Such an
effect is dwarfed by the intensive margin elasticity (σ − 1) with likely values between 4
and 9 (if σ ranges between 5 and 10), under certain assumptions. The key assumption
pertains to the effect of an EIA on fixed costs versus variable costs. Suppose lnτijt =
ρ0 − ρ1lnDISTij− ρ2EIAijt+ μijt, as is conventional (μijt denoting a random error term).
Suppose also lnfijt = δ0 − δ1lnDISTij − δ2EIAijt + ϕijt (ϕijt denoting a random error
term). If δ2 N ρ2 by a large amount, the effect of fijt changes on the extensive margin
may be sufficient to cause the extensive margin trade elasticity to exceed the inten-
sive margin trade elasticity. To date, to our knowledge, there are no firm estimates
of δ2 because there is no data on lnfijt.
11 Partial (or direct) effects ignore general-equilibrium (or indirect) effects. While tech-
niques exist for estimating the indirect effects, such estimation is beyond this paper's
scope, cf., Anderson (2011), Bergstrand and Egger (2011), and Egger et al. (2011) on these
issues.
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transformations using a modified version of the HK decomposition
methodology and applied to a series of cross sections. Similar to
Hillberry and McDaniel (2002), they do not conduct an econometric
analysis trying to explain the effect of NAFTA (or the Canada–U.S. FTA)
on trade flows conditional on other variables. They decompose actual
goods extensive and intensive margin changes post-agreement also
using 4-digit SITC data for goods categories from Feenstra et al.
(2005). They find significant evidence of both extensive and intensive
margin changes using their modified HK decomposition methodology.
Both studies' evidence of goods intensive and extensive margins of
trade expanding following the signing of NAFTA suggests the need for
a comprehensive econometric analysis (conditional on other covariates)
of the effects of EIAs in general on the goods intensive and extensive
margins of trade, in the spirit of HK's original analysis of the effect of
country size and per capita GDP on the two goods' margins.

The only study to our knowledge that like us uses a data set for a
large number of country pairs and years, a large number of EIAs, and
the HK methodology is Foster et al. (2011). However, the partial effect
they found of an EIA on the goods extensivemarginwas an economical-
ly insignificant 10%, and they found virtually no effect of EIAs on the in-
tensive margin. The latter result is a puzzle because it is existing
exporters and importers that seek EIAs and the theoretical studies
noted above suggest that the shorter-term effect of EIAs should be on
the intensive margin. Yet, there are several differences between our
study and theirs. First, their estimation was based upon a traditional
gravity-equation specification ignoring recent theoretical develop-
ments that emphasize the importance of relative price or “multilateral
resistance” terms. Our paper is based upon state-of-the-art gravity-
equation specifications, such as discussed in Arkolakis et al. (2012). Sec-
ond, Foster et al. (2011) use a short three-year window on both sides of
the EIA formation, and consequently can only capture short-term EIA
effects; this likely explains their economically small partial effects but
does not explain finding only an extensive margin effect. As shown in
Baier and Bergstrand (2007), EIAs can take 10–15 years to have their
full impact on aggregate bilateral trade flows. Moreover, by allowing
longer lags, we can distinguish between short-term vs. longer-term
effects. Third, Foster et al. (2011) examine the impact of EIAs using a
single dummy variable; we use multiple EIA variables to distinguish
the effects of one-way PTAs, two-way PTAs, FTAs, and deeper EIAs on
aggregate trade flows, extensive margins, and intensive margins. Even
disregarding the potential endogeneity biases introduced by their ig-
noring relative prices, their study did not distinguish between various
“types” of EIAs and did not distinguish between the “timing” of inten-
sive and extensive margin effects. Indeed, Foster et al. (2011) suggest
in their concluding paragraph that examination of the shorter-run
versus longer-run effects and accounting for the differing “depth and
breadth” of EIAs would be useful extensions.

2.1. The gravity equation

As Arkolakis et al. (2012) and others have noted, there is a number
of models commonly considered in the trade literature (such as
Armington, Krugman, Ricardian, Melitz) that yield iso-morphic gravity
equations. Following Arkolakis et al. (2012), using a Melitz model one
can generate a standard gravity equation:

Xm
ijt ¼ Nm

it Y
m
jt

amLit
� �−γm

w−γm

it τ−γm

ijt f
− γm

= σm−1ð Þ−1½ �
ijtXK

k¼1
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kt amLkt
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kt τ−γm
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kjt
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where Xijt
m is the trade flow from i to j in year t in “good” m, Nit

m is the
number offirms in i (exporting andnon-exporting) that produce output
in good m, Yjtm is the expenditure in j on good m, aLitm (defined as unit
input requirements of labor) is the lower bound of the Pareto distribu-
tion of productivities in m in i, γm is an index of productivity heteroge-
neity among firms in good m, wit is the wage rate in i, τijt is variable
trade costs of exporting i's products into j, fijt is fixed export costs from
i to j, and σm is the elasticity of substitution in consumption.9 Note
that the relative price term in large parentheses is a standard represen-
tation of relative prices in the gravity equation, but now also reflecting
productivity heterogeneity (through aLit

m and γm) and fixed exporting
costs (fijt), cf., Melitz (2003), Chaney (2008), Redding (2011), and
Arkolakis et al. (2012).

In the context of these models, variable trade costs, τijt, affect Xijtm via
both the intensive and extensive margins. As Chaney (2008) demon-
strates in his Melitz-type model, γm = (σm − 1) + [γm − (σm − 1)].
σm − 1 represents the intensive margin elasticity of variable trade
costs whereas γm − (σm − 1) is the extensive margin elasticity of
variable trade costs. For finite means in the theory, γm/(σm − 1) must
exceed 1. Empirically, Chaney (2008) notes empirical estimates of γm/
(σm − 1) range between 1.5 and 2. Hence, these models suggest that
the intensive margin variable-trade-cost elasticity should be larger
than the extensive margin variable-trade–cost elasticity. For instance,
if γ = 1.5(σ − 1), then the intensive margin elasticity is twice as large
as the extensive margin elasticity; if γ = 2(σ − 1), then the intensive
margin elasticity is equal to the extensive margin elasticity.10

Interestingly, the theoretical result that the (variable-trade–cost)
intensive margin elasticity should be at least as large as the extensive
margin elasticity conflicts with the empirical results for the EIA partial
effects in Foster et al. (2011) discussed earlier. We evaluate empirically
this implication later, a potential contribution of this paper.

2.2. Accounting for endogenous EIAs: the Baier–Bergstrand methodology

Baier and Bergstrand (2007), or BB, re-evaluated usage of the gravity
equation econometrically for estimating partial effects of EIAs on pairs
of countries' trade flows.11 The first of two main contributions was
that self-selection of country-pairs into EIAs (cf., Baier and Bergstrand,
2004) likely created a significant endogeneity bias in previous gravity-
equation estimates of the (partial) effects of EIAs on trade flows. This
is precisely the concern raised in Arkolakis et al. (2012, section V) for
gravity-equation estimates of trade elasticities; the observed variable
trade cost measure may be correlated with unobservable trade costs
hidden in the gravity equation's error term. The second main contribu-
tion of BB was that – given the slow-moving nature of EIAs' determina-
tions – gravity equation estimation could use panel techniques and data
to avoid endogeneity bias and also capture lagged influences, incorpo-
rating either bilateral fixed effects (in a log-levels specification) or
first-differencing to account for time-invariant bilateral unobservable
RHS variables, as well as incorporating exporter-time and importer-
time effects to capture time-varying unobservable “multilateral price/
resistance” terms of the exporter and importer. BB showed that EIAs
on average increased two members' bilateral trade by approximately
100% after 10–15 years. Such a panel approach allows estimates of the
“timing” of EIAs' effects on trade flows between short run and long
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run, as well as offers an alternative approach to instrumental variables
using cross-sectional data (and potentially avoids possible shortcom-
ings of the latter approach).12

Given the problems associated with accounting for endogeneity of
EIAs using instrumental variables and cross-section data, BB argued
that a better approach to eliminate endogeneity bias of EIAs is to use
panel techniques. In the context of the theory and endogenous self-
selection of country pairs into EIAs, BB argued that onemethod to obtain
consistent estimates of the partial effect of EIAs is by fixed effects
estimation of:

ln Xijt ¼ β0 þ β1 EIAijt

� �
þ ηij þ δit þ ψjt þ ϵijt ð2Þ

where ηij is a country-pair fixed effect to capture all time-invariant
unobservable bilateral factors influencing nominal trade flows and δit
and ψjt are exporter-time and importer-time fixed effects, respectively,
to capture time-varying exporter and importer GDPs as well as all
other time-varying country-specific unobservables in i and j influencing
trade, including the exporter's and importers' “multilateral price/
resistance” terms (cf., Anderson and van Wincoop, 2003). We refer to
this as the fixed-effects (FE) specification. It is important to note that,
in most gravity-equation applications using a comprehensive set of
RHS variables, the vast bulk of “bilateral” trade-cost variables are
time-invariant, such as bilateral distance, common border, common
language, etc. BB showed that the partial effect of the typical EIA on
nominal trade flows was about 0.76, implying that the typical EIA
increased bilateral trade by about114% after 10–15 years.

BB also employed an alternative specification using first-differencing:

Δ5 ln Xijt ¼ β0 þ β1 Δ5EIAijt

� �
þ δ5;it þ ψ5;jt þ υ5;ijt ð3Þ

where Δ5 refers to first-differencing over 5 years. We refer to this as the
first-difference (FD) specification. Note that the bilateral country-pair
fixed effects are eliminated; however, the exporter-time (δ5,it) and
importer-time (ψ5,jt) fixed effects are retained to capture changes in the
time-varying exporter and importer GDPs and multilateral price terms
over the same 5-year period. The latter effects were ignored in Foster
et al. (2011), creating potential omitted variables bias.

First-differencing the panel data yields some potential advantages
overfixed effects.13 First, it is quite plausible that the unobserved factors
influencing the likelihood of an EIA (say, trade below its “natural” level)
are likely slowmoving and hence serially correlated. If the ϵijt are highly
serially correlated, the inefficiency of FE is exacerbated as T gets large.
This suggests that differencing thedatawill increase estimation efficien-
cy for our large-T panel. Second, aggregate trade flow data and real GDP
data are likely “close to” unit-root processes. Using FE is equivalent to
differencing data around the mean (in our sample, year 1980); this
may create a problem since T is large in our panel. As Wooldridge
(2000, p. 447) notes, if the data follow unit-root processes and T is
large, the “spurious regression problem” can arise in a panel using FE.
12 As argued in BB, the problem with using cross-section data and consequently having
to employ IV techniques to account for EIA selection bias is the inability practically of sat-
isfying the “exclusion restriction” with confidence. Most variables that influence trade
flows also explain selection into EIAs, and it is difficult to find a variable that explains EIAs
that does not also explain trade flows. Egger et al. (2011) used the IV approach to account
for the endogeneity of EIAs in their single cross-section, also allowing for selection into
zeros trade (i.e., a bivariate probit model). They found using an approach similar to
Helpman et al. (2008), except also allowing for endogenous EIAs, that EIAs predominantly
affected trade at the (country) intensive margin.
13 As Wooldridge (2010, Ch. 10) notes, when the number of time periods (T) exceeds
two, the FE estimator ismore efficient under the assumption of serially uncorrelated error
terms ϵijt. The FD estimator is more efficient (when T N 2) under the assumption that the
error term ϵijt follows a randomwalk (i.e., that the error term υ5,ijt = ϵijt − ϵij,t − 5 is white
noise). When the number of time periods is exactly two (T = 2), estimation with FE and
FD produce identical estimates and inferences; then, FD is easier to estimate. When
T N 2, the choice depends upon the assumption one wants to make about the distribution
of the error term ϵijt.
FD yields data that deviates from the previous period of our panel, and
thus is closer to a unit-root process. In the following, we focus on a
first-difference approach; however, the FE estimates are provided in
the online appendix to this paper.14

In this paper, we introduce one further innovation relative to BB.15

While changes over time in exporter-specific and importer-specific un-
observable variables are captured with δ5 and ψ5, changes over time in
pair-specific unobservables, such as falling variable and fixed export
costs unrelated to EIAs, are not accounted for. Wooldridge (2000) sug-
gests a “random growth” (also called, random trend) first-difference
model, henceforth, RGFD model. Unobservable pair-specific changes
over time can be partially accounted for by including pair-specific ij
fixed effects in Eq. (3), suggesting specification:

Δ5 ln Xijt ¼ β0 þ β1 Δ5EIAijt

� �
þ δ5;it þ ψ5;jt þ ηij þ υ5;ijt : ð4Þ

Consequently, if unobservable declines in bilateral variable andfixed
trade costs (say, due to technological improvements) evolve smoothly
over time, the ηijs in Eq. (4) will account for these influences. The incor-
poration of such fixed effects (ηijs) in a first-difference specificationwas
used in Trefler (2004), with such effects referred to there as “secular
growth” controls.

One of the other potential contributions of BB's panel methodology
was to show that the full impact of EIAs on trade flows took 10–
15 years. One reason is that most EIAs are “phased-in” over 5–10 years.
The second reason is the lagged effect of the trade-cost changes (such
as terms-of-trade changes) on trade flows. As in BB, using a panel allows
for differentiating the shorter-term effects (5 years) from the longer-
term effects (5–10 years). In the context of the recent developments in
the trade literature emphasizing intensive versus extensive margin ef-
fects, our panel approach allows for differential timing of these effects.
In reality, one would expect that the intensive margin would be affected
by a trade-cost change sooner than the extensivemargin, because inten-
sive margin changes in volumes do not require any startup costs. Such
costs – critical to the extensive margin – may delay the entry of new
firms into exporting, and thus we should expect the intensive margin
to be influenced in the shorter term and the extensive margin in the
longer term, as the results in Bernard et al. (2009) show. Our panel
data approach allows for evaluating this hypothesis.16

It will be useful now to rationalize the use of 5-year differencing of
data as in BB, rather than, say, annual differencing. Cheng and Wall
(2005) and Wooldridge (2000) both argue in favor of using data
differenced over a longer period than annually. Cheng and Wall (2005,
p. 8) note that “Fixed-effects estimations are sometimes criticized
when applied to data pooled over consecutive years on the grounds
that dependent and independent variables cannot fully adjust in a single
year's time.”Wooldridge (2000, p. 423) confirms the reduction in stan-
dard errors of coefficient estimates using changes over longer periods of
time than using “year-to-year” changes. Based upon these consider-
ations, we chose as in BB 5-year differences; similar considerations led
to the use of 4-year differences in Anderson and Yotov (2011).
14 It turns out that, for FTAs anddeeper EIAs, the results using FE and FD are quite similar.
As a practical matter, the choice is more important for TWPTAs and OWPTAs; we discuss
this later.
15 We thank a referee and the editor for motivating this innovation.
16 These differential timing effects were ignored in Foster et al. (2011). As discussed ear-
lier, two recent theoretical papers suggest a reason for the low trade-cost elasticity of trade
flows in macroeconomic analyses using time-series data and the relatively higher trade-
cost elasticities of trade in cross-sectional trade analyses. Ruhl (2008) explains this puzzle
by noting that the macroeconomic time-series approach is estimating the intensive mar-
gin effect of trade, whereas the trade literature's cross-sectional approach is capturing
the intensive and extensive margin effects, due to export fixed costs for new producers
delaying trade effects and entry. In a complementary approach, Arkolakis et al. (2011)
present a demand-oriented staggered-adjustment “Calvo-pricing” approach to explain
the lower time-series elasticity in terms of solely an intensivemargin effect, and thehigher
long-run cross-section trade–cost elasticity capturing the longer-term extensive margin
elasticity also.
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Nevertheless, in a sensitivity analysis later, we will confirm our findings
using annual data.

BB did not estimate differential effects of various types of EIAs (in
terms of depth of integration) on trade flows. Magee (2008) and Roy
(2010) using the methodology of BB found that trade flows were im-
pacted by larger amounts for customs unions relative to FTAs. However,
no empirical study has examined the differential impact of FTAs relative
to deeper EIAs on the extensive versus intensive margins — much less
the differential timing of such effects; these are goals of this paper.17

The next section discusses how we decompose data into the two
margins.

2.3. The Hummels–Klenow margin-decomposition methodology

Hummels and Klenow (2005), or HK, was the first paper to highlight
a tractablemethod for decomposing transparently the extensive and in-
tensive goodsmargins of trade for a large set of countries' bilateral trade
flows using publicly available disaggregate trade data.18

Let Xijt denote the value of country i's exports to country j in year t.
Following HK, the extensive margin of goods exported from i to j in
any year t is defined as:

EMijt ¼
X

m∈Mijt
Xm
WjtX

m∈MWjt
Xm
Wjt

ð5Þ

where XWjt
m is the value of country j's imports from the world in product

m in year t, MWjt is the set of all products exported by the world to j in
year t, and Mijt is the subset of all products exported from i to j in year
t. Hence, EMijt is a measure of the fraction of all products that are
exported from i to j in year t, where each product is weighted by the
importance of that product in world exports to j in year t.19

HK define the intensive margin of goods exported from i to j as:

IMijt ¼
X

m∈Mijt
Xm
ijtX

m∈Mijt
Xm
Wjt

ð6Þ

where Xijt
m is the value of exports from i to j in productm in year t. Thus,

IMijt represents themarket share of country i in country j's imports from
the world within the set of products that i exports to j in year t.
17 It is useful to note here a parallel literature examining the effect of GATT and/orWTO
membership on trade flows. For brevity, we note that there now appears little convincing
evidence of substantive GATT/WTO effects on trade, once one accounts for EIA dummies,
multilateral resistance, and unobserved country-pair fixed effects (as we do here). This
is the conclusion of Eicher and Henn (2011) (though they found a non-trivial WTO
“terms-of-trade” effect) and of Felbermayr and Kohler (2010)who examined possible ex-
tensivemargin effects; Eicher andHenn (2011) ignored extensive versus intensivemargin
effects.We also note an issue raised inMartin and Ng (2004), which is the role ofmultilat-
eral tariff reductions under the GATT/WTO. Most-Favored-Nation (MFN) tariff cuts could
also be affecting results. However, such MFN tariff cuts by country would be accounted
for by the exporter-time and importer-time fixed effects.
18 Studies have also used country-specific data on individual plants (or firms) to study
the extensive and intensive firmmargins of trade liberalization, but such studies have nec-
essarily been confined to particular countries because such data is widely known to be
much more costly to access and such data sets have not been concorded for international
comparisons, as noted in Helpman et al. (2008). See Eaton et al. (2008) for a study of
French firms, Trefler (2004) for a study of Canada and the United States, and Pavcnik
(2002) for a study of Indian firms. Another relevant theoretical and empirical piece with
similar overtones is Arkolakis et al. (2008).
19 Alternatively, one could use an unweighted average, which would then be simply the
fraction of all products exported from i to j. However, HK – as well as researchers since
then – use the weighted average. A weighted average seems more appropriate since cars
and pencils do not have the same values in trade. Also, since we will use a time series of
cross sections, we will consider later two alternative methods for fixing the trade-share
weights over time.
One of the notable properties of theHKdecompositionmethodology
is that the product of the two margins equals the ratio of exports from i
to j relative to country j total imports:

EMijt IMijt ¼
X

m∈Mijt
XijmtX

m∈MWjt
XWjmt

¼ Xijt=Xjt ð7Þ

where Xjt denotes j's imports from the world. Taking the natural logs of
Eq. (7) and some algebra yields:

ln Xijt ¼ ln EMijt þ lnIMijt þ ln Xjt: ð8Þ

Consequently, the HK decomposition methodology yields that
the log of the value of the trade flow from i to j in any year t can be
decomposed linearly into (logs of) an extensive margin, an intensive
margin, and the value of j's imports from the world. We note three
issues regarding the HKmethodology. First, since we will focus empiri-
cally on the RGFD specification similar to Eq. (4), the termΔ5lnXjtwill be
subsumed in the importer-time fixed effect ψ5,jt. Second, HK applied
their methodology to only a cross section. By contrast, we are applying
it to a time series of cross sections. Consequently, the trade weights
used in constructing EMijt and IMijt will likely vary from year to year.
To address this, we will also consider later in a sensitivity analysis
fixed-year trade-share weights and also a chain-weighting technique.
Third, there are numerous zeros in the variables in Eq. (8) and the
results may be biased by ignoring the existence of firm heterogeneity.
Hence, we will address later why our panel approach largely alleviates
sample-selection bias and firm-heterogeneity bias, as raised in Helpman
et al. (2008).20

Finally, we are distinguishing between various types of EIAs and
allow for lagged effects. Hence, the actual specification for the RGFD
versions of our model with no lags is:

Δ5ln Xijt ¼ β0 þ β1 Δ5CUCMECUijt

� �
þ β2 Δ5FTAijt

� �
þ β3 Δ5TWPTAijt

� �

þ β4 Δ5OWPTAijt

� �
þ δ5;it þ ψ5;jt þ ηij þ υ5;ijt ð9Þ

Δ5ln EMijt ¼ θ0 þ θ1 Δ5CUCMECUijt

� �
þ θ2 Δ5FTAijt

� �
þ θ3 Δ5TWPTAijt

� �

þ θ4 Δ5OWPTAijt

� �
þ δ5;it þ ψ5;jt þ ηij þ υ5;ijt ð10Þ

Δ5ln IMijt ¼ λ0 þ λ1 Δ5CUCMECUijt

� �
þ λ2 Δ5FTAijt

� �
þ λ3 Δ5TWPTAijt

� �

þ λ4 Δ5OWPTAijt

� �
þ δ5;it þ ψ5;jt þ ηij þ υ5;ijt : ð11Þ

In specifications including lagged EIA variables, we will use, for in-
stance, the notation LagΔ5EIAijt to denote an EIA formed 5 to 10 years
prior to the trade-flow change and LeadΔ5EIAijt to denote an EIA formed
in the 5 years prior to the trade-flow change. Recall thatOWPTA denotes
a one-way preferential trade agreement, TWPTA denotes a two-way
preferential trade agreement, FTA denotes a free trade agreement, and
CUCMECU denotes “deeper” EIAs, defined just below.

Consequently, the literature to date suggests that the endogeneity of
EIAs in typical gravity equations may bias the estimation of partial
effects of EIAs on trade flows and trade margins. We augment the
panel approach in BB to account for random growth in bilateral trade
flows and themargins of trade due to unobservable changes in bilateral
20 Besedes and Prusa (2011) emphasize that extensivemargin (intensivemargin) effects
may be overstated (understated) in examining effects of liberalizations using panel data,
due to “survival” issues. Addressing this issue is beyond the scope of this particular paper.
However, our resultsmay not be biased excessively by this issue sincewefindmaterial in-
tensive margin effects from EIAs, unlike Foster et al. (2011).
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variable and fixed export costs that evolve smoothly over time. We fol-
low themethodology established inHK to decompose tradeflows (log-)
linearly into extensive and intensivemargins. In the next section,we es-
timate equations such as Eqs. (9)–(11) above to determine if both inten-
sive and extensive (goods) margins are affected by EIAs, the differential
effects of various “types” of EIAs on these extensive and intensive mar-
gins of trade, and the differential “timing” of the partial effects of EIAs on
the two margins.

3. Data

The two key variables for our empirical analysis are disaggregate bi-
lateral trade flows and amultichotomous index of the level of economic
integration agreement (EIA) between a large number of country pairs
for a large number of years.

First, while several earlier gravity-equation analyses have used
dummy variables indicating the presence or absence of an EIA between
country pairs for numerous years, such as Rose (2004), there are few
publicly available systematic data sets that havemultichotomous index-
es of EIAs for a large number of country pairs and number of years
(a panel). We use the data set constructed by Scott Baier and Jeffrey
Bergstrand and provided at Jeffrey Bergstrand's website, www.nd.edu/
jbergstr/.21 The index is defined as: no EIA (0), one-way preferential
trade agreement, or OWPTA (1), two-way preferential trade agreement
TWPTA (2), free trade agreement, or FTA (3), customs union (4), com-
mon market (5), and economic union (6). The definitions are conven-
tional, based upon Frankel (1997), and are defined explicitly in the
data set. Because of the small number of “deeper EIAs,” we combined
customs unions (4), common markets (5), and economic unions (6)
into one variable, CUCMECU. One of the strengths of the Baier–
Bergstrand EIA panel is, for 98.6% of the cells where the EIA status
of the country pair changes (from 0 to 1, 0 to 3, 2 to 3, etc.), there ex-
ists a hyperlink to a copy (PDF format) of the original treaty. Because
of the extensive number of bilateral and plurilateral EIAs of differing
degrees of depth, the difficulty of listing all such agreements pre-
cludes a table; we recommend downloading the zip file from the
web site.

Second, annual bilateral trade flows for 1962–2000 are from the
NBER-United Nations trade data set at www.nber.org/data and docu-
mented in Feenstra et al. (2005). The data are organized by 4-digit
SITC, Revision 2. It covers trade flows reported by 149 countries and
covers 98% of world exports. This is the most disaggregated publicly
available data set for bilateral trade flows for a large number of years
and a large number of country pairs, constructed on a consistent basis,
necessary for the analysis at hand. This 4-digit SITC data was also used
in Hillberry and McDaniel (2002), Kehoe and Ruhl (2009), and Foster
et al. (2011). In 1962, this resulted in 969 categories of “goods”; in
2000, this resulted in 1,289 categories of goods. One concern is that
the level of disaggregation is not high enough, biasing results toward
the intensive margin, as discussed transparently in HK; as one aggre-
gates up, there become fewer categories inwhich a country does not ex-
port. Other studies have used higher levels of disaggregation to calculate
trade flows in a good to avoid this (intensive margin) aggregation bias.
For instance, Broda andWeinstein (2006) used 7-digit data for the years
1972–1988 and then 10-digit data for the years 1990–2001. However,
this was U.S. import data only, and for two short panels. Constraining
ourselves to U.S. import trade flows only is problematic because the
United States has only a small number of FTAs and has no deep EIAs,
precluding evaluating our hypotheses. Since our decomposition of the
extensive and intensive margins is based upon HK, we compare our
data set to theirs. First, HK used only a cross section of UNCTAD TRAINS
data for the year 1995, but for a large number of country pairs like
21 This data set was constructed under National Science Foundation grants SES-0351018
and SES-0351154 and includes annually from 1960 to 2005 for the pairings of 195 coun-
tries an index ranging from 0 to 6 of the level of any EIA between the pair.
here.22 Using a cross section is problematic because we are relying
upon panel techniques to avoid endogeneity bias. Second, HK used
data at the Harmonized System 6-digit classification code; this yielded
5017 goods categories, five times our number of categories. However,
HK examined the levels of extensive margins and the correlations
between the extensive margin and factors influencing the extensive
margin in cross-sectional data – GDP, employment (L), GDP/L – at vari-
ous levels of aggregation (1-digit, 2-digit,…, 6-digit) and found two in-
teresting results. As expected, extensivemarginsweremuch lower, and
the correlation between the extensive margin of trade and determi-
nants of it (such as GDP) were lower, as data becamemore aggregated.
For example, at the 6-digit level, 62% of the GDP elasticity of exports
could be explained by the extensive margin, whereas at the 1-digit
level only 11% of the elasticity could be explained by the extensivemar-
gin. However, interestingly, at the 4-digit level, a sizable 54% of this elas-
ticity could still be explained by the extensive margin. For the per capita
GDP elasticity of exports, 66 (62) percent of this elasticitywas explained
by the extensive margin at the 6-digit (4-digit) level. These results sug-
gest that the (intensivemargin) aggregation biasmay not be that severe
in using 4-digit categories, rather than the 6-digit categories in HK.

In a previous section, we provided an econometric justification for
using 5-year differencing of the data (beginning in 1970 and ending in
2000, i.e., the first 5-year period is 1965–1970). Nevertheless, in a
sensitivity analysis later, we will confirm our empirical findings using
annual data. Due to space constraints of the journal, we focus in this
paper on the random growth first-difference (RGFD) results. However,
FD results (without random-growth trends) and fixed effects results
in levels are reported in an online appendix.

4. Empirical results

Themain empirical results for Eqs. (9)–(11) are presented in Table 1
in Section 4.1. In Section 4.2, Table 2 reports another set of RGFD results
using an alternative chain-weighted technique for weights, due to the
estimation of a time series of cross sections. In Section 4.3, we discuss
the role of potential endogeneity bias due to country selection and
firm heterogeneity. We address how our panel techniques largely
alleviate these biases, raised in Helpman et al. (2008). In Section 4.4,
we address the sensitivity of the findings to using instead annual data
and show why the results are largely insensitive to reverse causality
bias.

Within each set are the results of running the same specification for
three alternative LHS variables. TRADE refers to the aggregate bilateral
trade flow from i to j (or Xijt in Eq. (8)). EM refers to the extensive mar-
gin (or EMijt in Eq. (8)). IM refers to the intensive margin (or IMijt in
Eq. (8)). From Eq. (8), once changes in lnXjt are controlled for with
importer-year fixed effect ψ, the sum of variations in the extensive
and intensive margins must equal the variation in the aggregate trade
flow. This allows us to use the empirical results to infer the relative ex-
tensive and intensive margin elasticities to a trade liberalization.

4.1. Main results

Table 1 reports the results using RGFD Eqs. (9)–(11) with no lag
in Set 1 and with one lag in Set 2.23 Our first set of results in Set 1 is
promising; we highlight the key issues. First, we note in column (1a)
that deeper EIAs have larger effects on aggregate trade flows than
FTAs, and the latter have larger effects on trade than two-way or one-
way PTAs, as expected. The coefficient estimates for Δ5CUCMECUijt and
for Δ5FTAijt are economically and statistically significant. Second, for
deep EIAs, FTAs, and one-way PTAs, the intensive-margin effects in
22 For robustness, HK also examined a cross section of U.S. imports only at a higher level
of disaggregation. But this raises the same problem as in Broda and Weinstein (2006) of
U.S. data only.
23 FD and FE results are in the online appendix.

http://www.nd.edu/jbergstr/
http://www.nd.edu/jbergstr/
http://www.nber.org/data


Table 1
5-Year differenced data.

Variables Set 1 (RGFD) Set 2 (RGFD)

(1a) (1b) (1c) (2a) (2b) (2c)

Δ5 ln TRADEijt Δ5 ln EMijt Δ5 ln IMijt Δ5 ln TRADEijt Δ5 ln EMijt Δ5 ln IMijt

Δ5CUCMECUijt 0.329⁎⁎⁎ 0.100⁎ 0.229⁎⁎⁎ 0.387⁎⁎⁎ 0.106⁎ 0.281⁎⁎⁎

(0.072) (0.062) (0.065) (0.077) (0.067) (0.069)
Lag Δ5CUCMECUijt 0.309⁎⁎⁎ 0.131⁎⁎ 0.179⁎⁎⁎

(0.076) (0.065) (0.072)
Δ5FTAijt 0.192⁎⁎⁎ 0.074⁎ 0.118⁎⁎⁎ 0.242⁎⁎⁎ 0.085⁎⁎ 0.157⁎⁎⁎

(0.053) (0.043) (0.046) (0.056) (0.10046) (0.049)
Lag ΔFTAijt 0.228⁎⁎⁎ 0.084⁎⁎ 0.145⁎⁎⁎

(0.055) (0.047) (0.049)
Δ5TWPTAijt −0.001 0.012 −0.013 0.069 0.023 0.046

(0.072) (0.055) (0.063) (0.079) (0.063) (0.068)
Lag Δ5TWPTAijt 0.111⁎ 0.071 0.041

(0.071) (0.063) (0.068)
Δ5OWPTAijt 0.072 −0.064 0.135⁎⁎ 0.116⁎⁎ −0.043 0.159⁎⁎⁎

(0.065) (0.053) (0.062) (0.067) (0.055) (0.063)
Lag Δ5OWPTAijt 0.285⁎⁎⁎ 0.171⁎⁎⁎ 0.114⁎⁎

(0.069) (0.055) (0.067)
Constant 0.413⁎⁎⁎ 0.167⁎ 0.247⁎ 0.608⁎⁎⁎ −0.089 0.697⁎⁎

(0.120) (0.130) (0.182) (0.247) (0.274) (0.342)
Fixed effects

Exporter-year
(i,t − (t − 5))

Yes Yes Yes Yes Yes Yes

Importer-year
(j,t − (t − 5))

Yes Yes Yes Yes Yes Yes

Country-pair
(ij)

Yes Yes Yes Yes Yes Yes

R2 0.294 0.365 0.357 0.330 0.402 0.403
No. of observations 48,619 48,619 48,619 41,767 41,767 41,767

Notes: Robust standard errors in parentheses. *, **, and *** denote statistical significance at the 10, 5, and 1% levels, respectively, in two-tailed t-tests.
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column (1c) are economically and statistically significant. The effect
is largest for Δ5CUCMECUijt, next largest for Δ5OWPTAijt, and slightly
smaller forΔ5FTAijt; theΔ5TWPTAijt effect is trivially small. The extensive
margin effects in column (1b) are statistically significant for deep EIAs
and FTAs; moreover, the extensive margin effect for Δ5CUCMECUijt is
larger than that forΔ5FTAijt, as expected. Third, we note that – in the ab-
sence of lagged effects – for deep EIAs, FTAs, and OWPTAs the intensive
margin effect is always larger than its corresponding extensive margin
effect, consistent with our interpretation of the Melitz model in
Chaney (2008). Thus, the Set 1 results using specifications (9)–(11) pro-
vide substantive support for three major hypotheses. However, by
adding a lagged change in the EIAs, we can even provide evidence for
a fourth hypothesis, extensive (intensive)margin effects should become
relatively more (less) important with time.

Even more interesting are the results in Set 2 where we allow cur-
rent and lagged changes, consequently capturing the effects on trade
and the margins of 10 years of EIA changes. As discussed earlier and in
BB, EIAs are likely to have delayed impacts on trade flows. One reason
is that EIAs are typically “phased-in” over 5 to 10 years, delaying the
full implementation of liberalization. Second, the impact on trade
flows of EIAs works largely through terms-of-trade effects. It is well
known that terms-of-trade changes can also have a delayed impact on
trade flows. BB found that most of the impact of EIAs on aggregate
trade flows was captured using panel techniques in a period of
10 years. Consider deep EIAs in columns (2a)–(2c). First, for aggregate
trade, consistent with earlier results, common membership in a deep
EIA increases two members' bilateral trade flow by a plausible 101%
after 10 years (e0.387 + 0.309 = 2.01). Second, we find that in the short
term, the effect on trade comes primarily through the intensive margin,
as expected. The intensive-margin effect (0.281) dominates the
extensive-margin effect (0.106) for Δ5CUCMECUijt, with both effects
statistically significant. However, for the lagged change the extensive
margin effect (0.131) is statistically significant and larger than the
current-period extensive margin effect. Also, while the lagged intensive
margin effect (0.179) is statistically significant, it is smaller than the
current-period intensive margin effect (0.281). Third, when we sum
the current period and lagged effects for eachmargin, we find an exten-
sive margin effect of 0.237 and an intensive margin effect of 0.460, con-
sistent with our theoretical conjecture on the relative size of intensive
margin and extensive margin elasticities.

Consider now FTAs. First, for aggregate trade, commonmembership
in an FTA increases two members' bilateral trade flow by 60% after
10 years (e0.242 + 0.228 = 1.60). The intensive margin effect dominates
the extensive margin effect in both current period and lagged period.
The extensive margin effect does not increase over time; however, in
a robustness analysis later for the FD specification, we find the relative
size of the extensive margin effect increasing in the lag. Second, when
we sum the current-period and lagged effects for each margin, we find
an extensive margin effect of 0.169 and an intensive margin effect of
0.302. Hence, the ratio of these effects is similar to that for CUCMECU,
with the intensive margin elasticity larger than the extensive margin
elasticity as expected.

For two-way PTAs, we found in Set 2 only a statistically significant
effect of the lagged Δ5TWPTA change on Δ5 ln TRADEijt. We found only
small positive but not statistically significant effects on the twomargins.
Nevertheless, the relative effects forΔ5TWPTAijt conformed to earlier re-
sults. For the short term, the relatively larger effect was at the intensive
margin (0.046 for intensive relative to 0.023 for extensive). For the
lagged change, the relatively larger effect was at the extensive margin
(0.071 for extensive relative to 0.041 for intensive).

For one-way PTAs,we found in the current period the intensivemar-
gin effect (0.159) was economically and statistically significant and
dominated the statistically insignificant extensive-margin effect
(−0.043). For the lagged effect, the extensive margin effect dominated
the intensivemargin effect as expected. In fact, the extensivemargin ef-
fect of 0.171 was statistically significant and the intensive margin effect
of 0.114 was also statistically significant.

Our evidence indicates that the four hypotheses posed earlier gener-
ally hold. Both extensive and intensive margins are affected by EIAs,
deeper EIAs tend to have larger impacts on trade, the extensive margin,



Table 2
5-Year differenced data (chained).

Variables Set 3 (RGFD-Chained)

(3a) (3b) (3c)

Δ5 ln TRADEijt Δ5 ln EMijt Δ5 ln IMijt

Δ5CUCMECUijt 0.387⁎⁎⁎ 0.113⁎⁎ 0.274⁎⁎⁎

(0.077) (0.068) (0.070)
Lag Δ5CUCMECUijt 0.309⁎⁎⁎ 0.124⁎⁎ 0.185⁎⁎⁎

(0.076) (0.067) (0.073)
Δ5FTAijt 0.242⁎⁎⁎ 0.090⁎⁎ 0.152⁎⁎⁎

(0.056) (0.047) (0.050)
Lag ΔFTAijt 0.228⁎⁎⁎ 0.076⁎ 0.153⁎⁎⁎

(0.055) (0.048) (0.050)
Δ5TWPTAijt 0.069 0.025 0.044

(0.079) (0.064) (0.069)
Lag Δ5TWPTAijt 0.111⁎ 0.053 0.058

(0.071) (0.064) (0.069)
Δ5OWPTAijt 0.116⁎⁎ −0.051 0.168⁎⁎⁎

(0.067) (0.055) (0.064)
Lag Δ5OWPTAijt 0.285⁎⁎⁎ 0.168⁎⁎⁎ 0.117⁎⁎

(0.069) (0.060) (0.068)
Constant 0.608⁎⁎⁎ −0.066 0.679⁎⁎

(0.247) (0.278) (0.348)
Fixed effects

Exporter-year
(i,t − (t − 5))

Yes Yes Yes

Importer-year
(j,t − (t − 5))

Yes Yes Yes

Country-pair (ij) Yes Yes Yes
R2 0.330 0.407 0.407
No. of observations 41,767 41,767 41,767

Notes: Robust standard errors in parentheses. *, **, and *** denote statistical significance at
the 10, 5, and 1% levels, respectively, in two-tailed t-tests.
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and the intensive margin than shallower agreements, and intensive
margin effects tend to occur sooner than extensive margin effects.
Moreover, total intensive margin elasticities tend to be larger than
total extensivemargin elasticities, consistentwith our fourthhypothesis
suggested by the Melitz model in Chaney (2008) and empirical esti-
mates of γ/(σ − 1). In the next sections, we evaluate the robustness
of these results.

4.2. Sensitivity analysis 1: chain-weighting

The original HK analysis of extensive and intensivemarginswas con-
ducted using a cross section for a particular year (using two alternative
data sets). Our analysis uses a time series of cross sections. Consequent-
ly, the variables EMijt and IMijt defined in Eqs. (5) and (6), respectively,
include trade “weights” that change over time. Consequently, we con-
sider two alternative methods for holding constant the trade weights,
XWjmt, over time.

The first alternative measure of the extensive margin, denoted EMijt
∗ ,

uses values for XWjmt set to a “base year”; we chose 1995. Hence, EMijt
∗ is

defined as:

EM�
ijt ¼

X
m∈Mijt

XWjm1995X
m∈MWjt

XWjm1995

ð12Þ

where XWjm1995 is the value of country j's imports from the world in
product m in year 1995.MWjt and Mijt are defined as before. In order to
ensure that the log-linear decomposition holds analogous to Eqs. (7)
and (8), we define the intensivemargin of goods exported from i to j as:

IM�
ijt ¼

X
m∈Mijt

XijmtX
m∈Mijt

XWjm1995

: ð13Þ

Consequently, the product of EMijt
∗ and IMijt

∗ results in:

ln Xijt ¼ ln EM�
ijt þ lnIM�

ijt þ ln X j1995: ð14Þ

In estimation (using log-levels), the last term on the RHS is
subsumed in a fixed effect.

One problemwith the fixed-year tradeweights is that the particular
year chosenmay bias the results, especially given that our data set spans
1965–2000. To address this, we considered another trade-weight ap-
proach. The second alternative measure for our RGFD specification
uses a “chain-weighted” approach. Since the LHS variables are 5-year
differences, we used the same chain-weighting technique as used in
National Income Accounts. For the XWjmts, we used for t the geometric
average of the trade flows for the corresponding years.

Table 2 presents in Set 3 the results of using the chain-weighted
tradeweights; consequently, the results for Set 3 can be compared read-
ily to the previous identical Set 2 specifications (which use the time-
varying weights).24 For brevity, we report only the result for the RGFD
specification including one lag. Of course, the alternative weighting
approach has no bearing on the aggregate trade flow regressions. It is
readily seen that there is no material difference between Set 2 and Set
3 results for the extensive and intensive margins.

4.3. Sensitivity analysis 2: accounting for country-selection and
firm-heterogeneity biases

First, as is well known, most bilateral trade flows among a large
number of country pairs include numerous observations with “zeros.”
As noted in both Helpman et al. (2008), or HMR, and Egger et al.
24 The 1995 base-period approach yielded results not materially different.
(2011), such zeros can be associated with selection bias (often referred
to as “selection into exporting”); this can arise from the existence of
fixed exporting costs and may be associated with firm heterogeneity
in productivities (but does not require it). Second, even in the absence
of zero trade flows, the existence of firm heterogeneity may bias our
results. Hence, our results may be sensitive to absence of controls for
sample-selection and firm-heterogeneity biases. While one option is
to adapt the cross-sectional approach of HMR to our panel setting
(which we actually do and present in the online appendix), it is unnec-
essary due to the random-growth first-difference (RGFD) approach we
use. We explain in the context of a representative gravity equation gen-
erated from a Melitz model, such as Eq. (1). In this case, there are fixed
export costs and firm heterogeneity. The key issue is the existence of
these two factors allows selection of firms in country i as exporters
into destination market j. In our context, let Zijtm be a latent variable
reflecting the ratio of variable export profits to fixed export costs for
the most productive firm in country i in year t (aLitm ); positive exports
from i to j occur if Zijtm N 1. As discussed in HMR, coefficient estimates
in an (aggregate) trade flow gravity equation need to control for varia-
tion in Zijt

m; HMR show that accounting for Zijtm controls both for Heckman
selection bias (because the inverseMills' ratio is amonotonic function of
Zijt
m) and for firm-heterogeneity bias (with a control that is a function of

both Zijt
m and the inverse Mills' ratio (which is a function of Zijtm)). Hence,

for our purposes, we need to account for fluctuations in Zijt
m across

country pairs and over time. However, this is the purpose of using the
random-growth first-difference model. If the factors influencing selec-
tion and firm heterogeneity evolve smoothly over time, the RGFD
model will account for the controls used in HMR. Unlike the cross-
sectional context of HMR and Egger et al. (2011), we use first-
differences to eliminate any unobservable differences between country
pairs in the time-invariant components of τijtm, fijtm, and Zijt, andwe use the
RGFD model to capture any pair-specific time-varying trends in τijtm, fijtm,
and Zijt. Thus, the RGFD model accounts for (unobserved) changes



28 Even with only 7 leads and lags, sample size declined from 313,189 to 102,059
observations.
29 The only other statistically significant effects were a positive lag trend effect for aggre-
gate trade flows for ΔFTA and statistically significant negative lead trends for trade flows
and extensive margin for ΔOWPTA, which make sense. The full set of results for the
RGFD and FD specifications are reported in the online appendix.
30 Note the large number of observations using annual data. Because of the large number
of fixed effects in this estimation, we employed the “high dimensional” fixed effects (HD-
FE) approach of Abowd and Kramarz (1999). In particular, we extended the two-way high
HD-FE iterative approach of Carneiro et al. (2012) to our three-way FE context, clustering
the standard errors on the bilateral fixed effects. The procedure employs the notion that
the FEs are simple averages. The iterative procedure runs a partitioned regression on the
EIAs, the means for each FE are computed, and the regression is re-run using the means
as controls, updating at each iteration themean values until convergence is achieved (with
a convergence criteria that the residual sum of squares between the (n − 1)th and nth re-
gressions is less than 2.0e−16.) The approach yields exact least squares solutions for co-
efficients and standard errors.
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across pairs and over time in Zijt
m.25 Nevertheless, for robustness, we also

consider an alternative two-stage approach to control for selection bias
and firm heterogeneity in the spirit of HMR to capture changes in the
controls that might not be fully accounted for using the RGFD model.
Due to space constraints, we can only summarize the results of this sen-
sitivity analysis; the actual results are presented in the online appendix.
Importantly, as anticipated based upon the discussion above, the main
finding is that there is no material difference in the results after
correcting for sample-selection bias and firm heterogeneity using a
panel adaptation of the HMR cross-sectional approach. To emphasize,
this does not imply that selection bias andfirmheterogeneity are absent
in the data; our results imply that such biases are largely eliminated due
to the first-differencing and pair fixed effects in our RGFD regressions.26

4.4. Sensitivity analysis 3: annual data and reverse causality

Our preferred methodology has been to use 5-year differences of
annual data to estimate the partial effects of various types of EIAs on
bilateral trade flows, extensive margins, and intensive margins, al-
though estimates using fixed effects are in the online appendix. Based
upon Wooldridge (2000, p. 423) and Cheng and Wall (2005, p. 8), we
have argued that 5-year differences are more appropriate than annual
differences, due to the likelihood that trade flows cannot adjust within
one year to EIA formations and that time is needed to capture full effects.
This is supported by the result that it can take 10–15 years for an EIA to
have its full effect. Nevertheless, we have annual data on EIAs, trade
flows, and extensive and intensivemargins. For robustness, we examine
annual data also because wemay be able to find even more evidence of
the time path of adjustment of trade flows, extensive margins, and
intensive margins to EIAs.

In particular, examination of annual data may be useful to better
identify the potential role of “reverse causality.” Do EIAs “cause” trade,
or does trade “cause” EIAs? This question is relevant because Baier and
Bergstrand (2004) showed that the factors that tend to explain bilateral
aggregate trade flows also tend to explain the selection of country-pair
governments into EIAs. Thus, one might well expect that trade “leads”
EIA formations because of this selection effect. However, the key issue
here is to try tomake sure that these selection effects do not bias our es-
timates of the partial contemporaneous and lagged effects of EIAs on
trade. That is, any leading of trade before EIAs needs to be well in ad-
vance of our estimates of EIAs' effects on trade, needs to be economically
small, and needs to diminish as the date of entry into the agreement
approaches.

Before proceeding to the annual data, we conducted a simple
exogeneity test using the 5-year differenced data as used in Baier and
Bergstrand (2007), as suggested in Wooldridge (2010, p. 325). We re-
estimated the RGFD specifications in Set 2 to also include either the
level of the EIA variables five years forward (e.g., CUCMECUij,t + 5) or
the change in the EIA variables 5 years before the trade-flow or margin
changes (e.g., CUCMECUij,t + 5 − CUCMECUijt). We found evidence of
positive, statistically significant coefficient estimates of 5-year lead
levels of CUCMECU on aggregate trade flows, extensive margins, and
intensive margins, of FTA on aggregate trade flows and extensive mar-
gins, and of TWPTA on aggregate trade flows and intensive margins.27

Unfortunately, adding further “leads” would further reduce the size of
our sample, providing motivation for examining annual data.

As with the 5-year data, we considered both RGFD, FD and FE spec-
ifications using annual data. We first examined the relationships using
25 This issue was ignored in Foster et al. (2011) and Eicher and Henn (2011). Also, vari-
ation in aLit

m is accounted for by the time-varying exporter fixed effect.
26 In the online appendix, we address that, even though the Religion variable (the first-
stage variable providing identification in the second stage) has little variation over time,
separate probit cross-section regression coefficient estimates allow identification in the
second stage. A possible preferred approach would be a dynamic selection equation, but
this approach (as one referee noted) is beyond the scope of the present paper.
27 Using forward changes in EIAs yielded similar results.
annual first-differenced data and both the FD and RGFD models. One
of the inherent problems with differencing annual data is that the
resulting trade-flow, extensive margin, and intensive margin changes
are “noisy.” The main result from re-estimating Eqs. (3) and (4) with
annual data is that – in general – neither current, lagged, nor lead forma-
tions of EIAs had any systematic statistically significant effects on annual
log-differences in aggregate trade flows, extensive margins, and inten-
sive margins (using up to 7 annual lead and lag changes). The results
are presented in the online appendix.

To avoid multicollinearity and the consequent reduced sample size
of addingmore lead and lag changes, we turned to another approach.28

We introduced linear trends of the lead and lag changes in the EIA var-
iables alongside the concurrent EIA variable. This methodology proved
useful, yielding two important insights. Consider the RGFD specification.
First, while there were few statistically significant coefficient estimates,
the key findings from Set 2 and Set 3 held up. For concurrent
ΔCUCMECUijt and ΔFTAijt, their coefficient estimates for the intensive
margin were positive (0.115 and 0.075, respectively) and statistically
significant at 1%; however, the extensive margin concurrent effects
were insignificant. For the lagged trends of ΔCUCMECU and ΔFTA, their
coefficient estimates for the extensive margin were positive (0.034
and 0.033, respectively) and statistically significant; however, the inten-
sive margin effects were insignificant for the lagged trends. The two
trends' annual estimates implied total lagged extensive margin effects
of 65% and 63% for CUCMECU and FTA, respectively. All these results
made sense. However, the second important finding was that the lead
trend for ΔCUCMECU on the extensive margin was an unexpectedly
positive and statistically significant 0.047.29

Yet, two findings of economically and statistically significant lead ef-
fects for CUCMECU on the extensive margin using (5-year and 1-year)
first-differenced data suggested further analysis of the annual data
using log-levels was warranted. Applying FE specification (2) to annual
data with analogous 15-year linear lead and lag annual trends yielded
informative results, provided in Table 3.30 We note that Table 3 reports
results only for CUCMECU and FTA. The reason is that the FE specifica-
tions – whether using all annual data from 1962 to 2000 or only 8
cross-sections five years apart – yielded several negative coefficients
for TWPTA and OWPTA, whereas the coefficient estimates for CUCMECU
and FTA yielded qualitatively and quantitatively similar coefficient
estimates using the FE, FD, and RGFD specifications.31

Table 3 provides coefficient estimates for CUCMECU and FTA for the
linear trendmodel. Thefirst column of Table 3 lists the two EIAs of inter-
est. CUCMECU refers to coefficient estimates for the concurrent year for
31 The reason is that the growth of intra-industry trade over this period dominated inter-
industry trade growth, and this trendover time caused the coefficient estimates for TWPTA
andOWPTA to be biased downward; TWPTAs andespecially OWPTAs are typically between
developed and developing countries. In fact, it was specifically for this reason we focused
on the RGFD specification, because the pair fixed effects in the 5-year differenced data
accounted for this bias, resulting in positive and some statistically significant coefficients
in Sets 1, 2, and 3 in Tables 1 and 2 for TWPTA and OWPTA. Nevertheless, the full set of
FE coefficient estimates using annual data for 1962–2000 are available in the online
appendix.



Table 3
Annual data in log-levels, 15-year linear trends.

Variables Set 4

(4a) (4b) (4c)

ln TRADEijt ln EMijt ln IMijt

CUCMECUijt 0.450⁎⁎⁎ 0.057⁎⁎ 0.393⁎⁎⁎

(0.029) (0.025) (0.026)
CUCMECULag Trend 0.025⁎⁎⁎ 0.010⁎⁎⁎ 0.015⁎⁎⁎

(0.003) (0.003) (0.003)
CUCMECULead Trend −0.006⁎⁎⁎ −0.001 −0.005⁎⁎⁎

(0.001) (0.001) (0.001)
FTAijt 0.262⁎⁎⁎ 0.080⁎⁎⁎ 0.182⁎⁎⁎

(0.019) (0.016) (0.018)
FTALag Trend 0.028⁎⁎⁎ 0.025⁎⁎⁎ 0.004⁎⁎

(0.002) (0.002) (0.002)
FTALead Trend −0.020⁎⁎⁎ −0.007⁎⁎⁎ −0.013⁎⁎⁎

(0.001) (0.001) (0.001)
Constant −3.829⁎⁎⁎ −3.126⁎⁎⁎ −3.830⁎⁎⁎

(0.002) (0.002) (0.002)
Fixed effects
Exporter-year
(i,t)

Yes Yes Yes

Importer-year
(j,t)

Yes Yes Yes

Country-pair
(ij)

Yes Yes Yes

R2 0.838 0.780 0.686
No. of observations 313,189 313,189 313,189

Notes: Robust standard errors in parentheses. *, **, and *** denote statistical significance at
the 10, 5, and 1% levels, respectively, in two-tailed t-tests.
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CUCMECU, CUCMECULagTrend refers to coefficient estimates on the linear
trend for the 15 years of lagged values, and CUCMECULeadTrend refers to
coefficient estimates on the linear trend for the 15 years of lead values.
Analogous interpretations hold for FTA. The second, third, and fourth
columns of numbers report the coefficient estimates for aggregate
trade flows, extensive margin, and intensive margin, respectively.

Consider first CUCMECU. The partial effect for CUCMECU (0.450) for
aggregate trade flows implies that a CUCMECU increases trade in the
current quarter by 57%. The lagged trend for CUCMECU increases trade
2.5% annually, or 45% over 15 years; the combined effect is 102%,
which is quite close to the 101% estimated using the 5-year differenced
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RGFD results in Table 2. Yet the 15-year lead trend for CUCMECU
decreases trade by only 0.6% annually, or 8.6% over 15 years.

For the extensive margin, the partial effect of CUCMECU (0.057) im-
plies that a CUCMECU increases the extensive margin in the current
quarter a trivial 6%. However, the lagged trend for CUCMECU is 1% annu-
ally, or 16% over 15 years; the combined effect is 22%, which is quite
close to the 27% estimated using the 5-year differenced RGFD results
in Table 2. The 15-year lead trend for CUCMECU decreases the extensive
margin by only 0.1% annually, or 1.5% over 15 years.

For the intensive margin, the partial effect of CUCMECU (0.393) im-
plies a CUCMECU increases the intensive margin in the current quarter
by 48%. This effect is larger than the respective one for the extensive
margin, consistent with our hypothesis. The lagged trend for CUCMECU
is 1.5% annually, or 25% over 15 years; the combined effect is 73%,which
is slightly higher than the 58% estimated using the 5-year differenced
RGFD results in Table 2. The 15-year lead trend for CUCMECU decreases
the intensive margin by 0.5% annually, or 7% over 15 years.

Similar results are found for FTA and are reported in Table 3.
Finally, how do we reconcile the declining 15-year trend effect for

annual leads on trade flows using annual data with the earlier 5-year
differenced RGFD specifications that found positive 5-year lead effects?
These are reconciled readily by examining Figs. 1 and 2. Fig. 1 reports
the annual estimated effects of a CUCMECU using the 15-year lead and
lag linear trends. 15–20 years before date of entry, country pairs that
form a CUCMECU tend to trade more than country pairs that do not
form an agreement; this is the selection effect. However, over the
15 years prior to date of entry, this selection effect declines; this causes
the lead trend effect – which is small relative to current and lagged ef-
fects – to virtually disappear. Following date of entry, the CUCMECU in-
creases trade, and the effect grows over time. Importantly, note that
upon the date of entry the intensive margin effect (0.393) dominates
the extensive margin effect (0.06). Yet, after 15 years, the intensive
margin effect is a much smaller share of the total trade flow effect.
After 15 years, the extensive margin effect is three times the current-
period extensive margin effect. Fig. 2 provides similar results using the
15-year lead and lag linear trends for FTAs. The notable difference is
that the lagged effects on the extensive margin are relatively larger for
FTAs than for CUCMECUs. Thus, the annual data provide evidence that
there is a material selection effect 15 years prior to formation of
CUCMECUs and FTAs. However, the effect dissipates and the annual
data provide convincing supporting evidence of robust partial effects
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of CUCMECUs and FTAs on aggregate trade flows, extensive margins,
and intensive margins that take 10–15 years following date of entry.32
5. Conclusions

Recent developments in estimating ex post the average treatment
effects (ATEs) of economic integration agreements (EIAs) on interna-
tional trade flows to account for the endogeneity of such agreements
have led to larger and more precise estimates than found earlier in the
gravity-equation literature. Separately, recent developments in interna-
tional trade theory allowing for firm heterogeneity and fixed export
costs have allowed researchers to explore the effects of trade-policy
liberalizations on various extensive and intensive “margins of trade,”
but most have used simulations. Only one study has explored econo-
metrically the effect of EIAs on the intensive and extensive goods mar-
gin of trade with a large number of country-pairs' trade flows, product
categories, years, and EIAs, and no study has explored the relative ef-
fects on the margins of trade of alternative types of EIAs – partial trade
agreements, free trade agreements, customs unions, etc. – much less
the relative timing of such effects.

Extending methodology established in Hummels and Klenow
(2005) and Baier and Bergstrand (2007), this paper provided the first
evidence using gravity equations of both the intensive and extensive
(goods) margins being affected by economic integration agreements
(EIAs) employing a panel data set with a large number of country
pairs, product categories, and EIAs from 1962 to 2000. We found the
first evidence of the differential partial effects of various “types” of
EIAs on these intensive and extensive margins of trade with deeper in-
tegration agreements having larger impacts on aggregate trade flows,
extensive margins, and intensive margins than shallower agreements.
We found the first evidence of a novel differential “timing” of the two
margins' ATEs, with intensive margin effects occurring sooner than ex-
tensivemargin effects for deepEIAs, FTAs, and one-way PTAs, consistent
with two recent theoretical studies. Finally, we found relative sizes of
(cumulative) intensive margin and extensive margin effects consistent
with implications of a gravity equation based upon a standard Melitz
model. These results were robust to correcting for potential biases
from sample selection, firm heterogeneity, and reverse causality.
32 Similar findings were obtained using quadratic trends.
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