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nonparametric cross-section estimates of ex post long-run treatment effects are much more stable across
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original European Economic Community (EEC) and the Central American Common Market (CACM) between
1960 and 2000 and the estimates confirm anecdotal reports of these agreements' effectiveness.
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1. Introduction

For the past half century, quantitative evaluation of the effect of a
trade policy change on the bilateral international trade of a pair of
countries has been addressed traditionally in two ways, one ex ante
and one ex post. Ex ante quantitative analysis of the effects of a policy
change – such as formation of a free trade agreement (FTA) – on
bilateral trade flows has been conducted using computable general
equilibrium (CGE) models of trade, such as GTAP and the Michigan
Model.1 While pros and cons of these techniques have been discussed
extensively, CGE models remain a standard tool to evaluate quantita-
tively ex ante trade effects of FTAs.
doza College of Business, and
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For decades, most ex post analyses of the (partial) effects of FTAs on
trade flows have been conducted using “gravity equations,” a log-linear
ordinary least squares (OLS) regression specification that typically is
interpreted theoretically as the reduced-form from a formal general
equilibriummodel, cf., Anderson (1979), Bergstrand (1985), Anderson and
van Wincoop (2003, 2004), Baier and Bergstrand (2001, 2002, 2007a,b),
Eaton andKortum (2002), Evenett andKeller (2002), Feenstra (2004), and
Bergstrand et al. (2007). Up until a few years ago, empirical researchers
typically employed cross-sectional data for a particular year or for
multiple years and used the coefficient estimates associated with a
dummy variable representing the presence or absence of an FTA to
estimate the “average (partial) treatment effect” (ATE) of an FTA on
members' bilateral trade, cf., Linnemann (1966), Aitken (1973), Sapir
(1981, 2001), Baldwin (1994), Frankel (1997), and Schott (2005). However,
such dummy variables' coefficient estimates often display extreme
instability across years, and inmany cases seemingly successful economic
integrationagreements– suchas theEuropeanUnion (formerly, European
Economic Community) – have negative estimated treatment effects, cf.,
Frankel (1997). The “fragility” of these estimates has been documented
using extreme-bounds analysis, cf., Ghosh and Yamarik (2004).2
2 Widely varying estimates have also been found in empirical analyses of the effects
of currency unions on trade, cf., Alesina et al. (2002, Table 8).
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Yet, a fundamental question that remains to be addressed as the
world continues to pursue economic integration agreements is simply
this: What is the ex post long-run effect of a particular economic
integration agreement between a pair of countries on the level of trade
between thosemembers? This is the central question addressed here.3

This paper is the first to evaluate cross-sectionally the (ex post)
long-run treatment effects of FTAs on trade flow volumes using
nonparametric estimation.4 Several reasons exist to employ a
matching estimator as a nonparametric benchmark for the empirical
analysis of FTA treatment effects. First, while the log-linear gravity
equation has worked well for decades to explain fundamental deter-
minants of bilateral trade flows (such as GDPs and bilateral distance),
the effects of FTAs on trade flows may be related to the levels of trade
flows and other covariates (i.e., nonlinearities may exist), cf., Brada and
Mendez (1985), Frankel (1997), Baier and Bergstrand (2002), Ander-
son and van Wincoop (2003), Santos Silva and Tenreyro (2006),
Bergstrand et al. (2007), and Henderson and Millimet (2008).
Matching provides an alternative approach to log-linear gravity
equations to estimate treatment effects without knowing a precise
functional relationship. Since it is not yet clear that there is any well-
accepted methodology for estimating ex post the effects of an FTA on
trade between a country pair in a given year, it is important to consider
alternative methodologies, which may or may not confirm previous
estimates using gravity equations, such as those in Baier and
Bergstrand (2007a), Baier et al. (2007), and Baier et al. (2008). Second,
matching estimators allow ready estimation of average treatment
effects when FTA treatments are subject to self-selection and the
relationships between FTA treatments and other trade-flow covariates
are nonlinear. As Baier and Bergstrand (2004a) show, selection into
FTAs is not random. In fact, country pairs that select into FTAs tend to
share similar economic characteristics that gravity equations use to
explain their trade flows. The combination of non-random selection
into FTAs and omitted non-linearities can bias OLS estimates of FTA
treatment effects, cf., Persson (2001) for similar concerns in estimating
the effects on trade of currency unions. Matching econometrics
provide a simple method to form treatment and control groups by
selecting on observable covariates and comparing observations drawn
from the “same” distribution. For each country pair with an FTA, we
construct a control group of country pairs with nearly identical
economic characteristics but having no FTA; the average difference in
trade flows between the pairs with FTAs and their control groups
provides an estimate of “treatment.” Third, if the relationships
between the FTA treatments and other trade-flow determinants are
nonlinear, then the OLS average treatment effect (ATE) on a randomly
selected pair will differ from the average treatment effect on the
treated (ATT), and the latter may be of relevance for the policymaker.

We focus on two sets of potential contributions, one methodolo-
gical and the other empirical. Methodologically, matching econo-
metrics have been employed in economics predominantly in the labor
economics literature, in particular in the evaluation of either job
training or benefits programs in large cross-sections of individuals.
3 Evidence for long-run effects of other trade policies and their importance has been
addressed in the literature, cf., Trefler (1993). Moreover, Anderson and van Wincoop
(2003) and Bergstrand et al. (2007) remind us that there are both long-run partial- and
general-equilibrium effects. In this paper, we focus only on the long-run partial (or
“treatment”) effects. However, the partial effects estimated here could be combined
with a nonlinear system of structural equations to generate general-equilibrium
comparative statics, as done in the two papers just noted.

4 We know of one other study that has used matching estimation for FTA effects on
trade flows, cf., Egger et al. (2008). However, that study focused on the effects of FTAs
on intra-industry trade-share indexes, rather than trade volumes, and focused on
short-run changes requiring a panel to do difference-in-differences estimation. As a
tangent, that study did provide panel estimates of short-run (2-year) new FTA effects
on trade flows using difference-in-differences matching. In international trade, a few
nonparametric studies have addressed the long-run effects of currency unions on trade
flow volumes using propensity-score estimates in cross-section, cf., Persson (2001),
Kenen (2002), and Chintrakarn (2008), but not long-run effects of FTAs.
The key consideration formatching econometrics is the formulation of
a credible counterfactual, cf., Diamond (2006a,b). First, international
trade provides an excellent context (outside of labor economics) for
evaluating treatment effects because the theoretical foundations for
the gravity equation in international trade offer a convincing method
for constructing a credible counterfactual. Well-established theore-
tical foundations for the gravity equation provide an excellent
framework for selecting “control groups” (i.e., matched pairs without
FTAs). Second, we are able to match treatments with their nearest
neighbor controls and ensure that there are no statistically significant
observable differences between the treatment and control groups for
all conditioning characteristics common to the two groups. Successful
identification of the control group requires acknowledging empirically
themultilateral (price) resistance terms influencing trade identified in
Anderson and van Wincoop (2003). By employing a simple Taylor-
series expansion of the theoretically motivated Anderson–van
Wincoop multilateral resistance terms, we are able to construct
theoretically appropriate bilateral and multilateral “trade cost” cova-
riates for selection. The theory and structure of the gravity model of
trade is very useful to help determine the “selection on observables.”5

Empirically, we provide the first cross-sectional nonparametric
matching estimates of long-run FTA treatment effects on levels of the
volume of trade. First, we find across many settings and years that the
matching estimates of treatment effects are much more stable and
economically plausible than average treatment effect (ATE) estimates
using typical cross-section OLS (or OLS with country fixed effects)
gravity equations. The three main findings are: our ATT estimates
indicate that FTAs increased members' trade by an economically and
statistically significant amount in each of the nine years of our sample;
the average treatment effects on the treated (ATTs) are lower than the
ATEs for a randomly selected country pair; and the ATTs have less
variance across years thanATEs calculated usingmatching techniques or
usingOLS. Second,weusematchingeconometrics to assess the effects of
twohistorically prominenteconomic integration agreements on trade in
a givenyear; specific treaties help to ensure an important assumption in
matching estimation is met. Using nine cross-sections of annual trade
flows from 1960 to 2000 (every 5 years), we find interesting results for
two (still active) regional economic integration agreements that were
formed between 1957 and 1960. First, the average treatment effect for a
typical pair of members (ATT) of the original European Economic
Community (EEC) was positive and economically significant from 1960
to 1970; by 1970, the EEC's Treaty of Rome had more than doubled on
average the six members' bilateral trade. However, the enlargements of
the Community in the early 1970s, the EC–EFTA free trade agreements,
and the economic liberalization of Central and Eastern European
countries and their subsequent FTAs with EC and EFTA members in
the early 1990s reduced the original six members' bilateral trade
significantly (i.e., trade diversion).6 Second, we find that the treatment
effect for a typical pair of countries in the original Central American
Common Market (CACM) was positive and rose monotonically until
1970. However, in the early 1970s and early 1980s, the treatment effect
was considerably lower, rebounding in the 1990s. These estimates
support anecdotal evidence that the CACM flourished in the 1960s, but
as some member countries faced considerable political instability and
cross-border armed conflicts beginning in 1969 and then again in 1979,
CACM became less effective between 1970 and 1990, reinvigorated by
the nations' presidents in the 1990s.
5 Note that instrumental variables (IV) is not appropriate for addressing the bias
raised by selection on observables. IV can address potentially the issue of selection bias
on unobservables, cf., Baier and Bergstrand (2002). However, two points are worth
noting. First, many have argued that the selection bias on observables may well
dominate that on unobservables. Second, it is difficult to find instruments for FTAs that
are not also correlated with trade flows, making IV techniques' usefulness limited, cf.,
Baier and Bergstrand (2007a), discussed more later.

6 The EEC began to be called the EC (European Community) in the 1970s. EFTA
denotes the European Free Trade Association), which was formed in 1960.



Table 1
Sum of bilateral trade flows in countries with FTAs and without FTAs (in logs)

Log sum of trade
(with an FTA)

Log sum of trade
(without an FTA)

Difference
in logs

1960 11.33 9.21 2.11
1965 11.55 9.32 2.23
1970 12.21 7.68 4.53
1975 12.55 9.30 3.25
1980 13.22 9.94 3.28
1985 14.33 10.57 3.76
1990 14.14 10.43 3.71
1995 14.92 10.41 4.51
2000 14.57 10.50 4.07

Nominal bilateral trade flows are from the International Monetary Fund's Direction of
Trade Statistics for 96 countries, which are listed in Baier and Bergstrand (2007a, Data
Appendix). There are potentially 96×95/2=4560 bilateral trade sums (e.g., aggregate
trade flow from France to Germany plus that from Germany to France); however, zero
trade flows and missing values are excluded. For later analysis for real trade flows,
nominal flows are divided first by the exporter's GDP deflator.
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The structure of the paper is as follows. Section 2 motivates the
matchingestimator as analternative to gravityequations in theempirical
trade literature to estimate ex post the effects of FTAs onmembers' trade
flows. Section 3 addresses the matching estimator approach. Section 4
presents the empirical findings for average treatment effects across all
FTAs and a sensitivity analysis. Section 5 presents the estimated average
treatment effects for two particular treatments: EEC and CACM. Noting
some caveats, Section6 concludes that FTAs havehad considerably larger
effects on members' trade (ex post) than previous gravity models have
suggested and that the coefficient estimates have economically plausible
values and are much less fragile.

2. Motivation for nonparametric estimation of FTA effects on trade

Conventionalwisdom leadsone to argue that the tradebetweenapair
of countries should increase when two countries enter into an FTA. First,
trade could increase due to (gross) trade “creation” as the pair benefits
from lower trade costs between them. Second, tradebetweenapair could
result from the “diversion” of imports from (previously) lower cost
suppliers. For both reasons, trade (on the extensive and intensive
margins) between the pair should increase. As Table 1 verifies, country
pairswith FTAs trademoreonaverage than thosewithout FTAs.However,
such statistics do not imply that FTAs necessarily causemore trade.

2.1. Traditional (atheoretical) gravity equations

Ex post econometric analysis of the effects of FTAs on (bilateral)
trade has been dominated over the past 45 years by the gravity
equation. A typical specification estimated by OLS is:

ln TFijt = β0 + β1 lnGDPitGDPjt
� �

+ β2 lnDISTij
� �

+ β3 ADJij
� �

+ β4 LANGij
� �

+ β5 FTAijt
� �

+ eijt

ð1Þ

where TFijt denotes the sum of the values of the nominal bilateral
trade flows between countries i and j in year t, GDPit (GDPjt) denotes
the nominal gross domestic product in country i (j) in year t, DISTij
denotes the bilateral distance between the economic centers of
countries i and j, ADJij is a dummy variable assuming the value 1 if
both countries are adjacent (i.e., share a land border) and 0 otherwise,
LANGij is a dummy variable assuming the value 1 if both countries
share a common language and 0 otherwise, FTAijt is a dummy variable
assuming the value 1 if both countries are members of a free trade
agreement (or deeper economic integration agreement) in t and 0
otherwise, and εijt is a normally-distributed error term.7

Formulations in Frankel (1997, Table 4.2) provide representative
and highly cited ex post estimates of average treatment effects (ATEs)
of several FTAs for several years.8 As is common, the effects of such
agreements – say, the EEC – on trade vary considerably across years,
even though the coefficients of the other RHS variables are fairly
stable. One even finds negative effects of the EEC on trade – other
things constant – in some years. The instability of these estimates
across years – and even some negative values – raised concerns in
Frankel (1997), but were not addressed. Moreover, Ghosh and Yamarik
(2004) conducted an extreme-bounds analysis of the estimated effects
of several FTAs on trade using cross-section data in typical gravity
equations and found the estimates to be quite “fragile.”
7 Some studies have shown recently that zero trade flows can be accounted for by
estimating a multiplicative version of the gravity equation using a Poisson Quasi
Maximum Likelihood estimator, cf., Santos Silva and Tenreyro (2006). However, this
issue is beyond the scope of our paper, but a useful direction for future research.

8 OLS estimates of the coefficient for the FTA dummy variable provide an average
treatment effect (ATE) on a randomly selected country pair. By contrast, policymakers
may be interested in the average treatment effect on a country pair with an FTA – that
is, the treated (ATT). Generally, the ATE is an average of the ATT and the average
treatment effect on an untreated pair (ATU).
Table 2provides some representativeATE estimates of FTAs for several
years for 96 countries usingOLS estimation of Eq. (1).We notefirst that in
some years (e.g., 1970) an FTA had a large positive effect on trade.
However, in other years (e.g., 1980, 1990, 1995) an FTA had a negative
effect on trade (though statistically insignificant); these results are quite
similar to those in Frankel (1997). Frankel (1997, p. 62) showed that, for
some years, membership in the European Community reduced trade.
Second, the ATEs are very unstable across years.9 Although we would
expect different agreements to have different economic effects, even
allowing for differing economic impacts, one might not expect the ave-
rage effect of an FTA to vary from an increase in trade of 274% in 1970 to a
decrease of 10% in 1980. Such empirical results seem implausible.

2.2. Methodological problems

Several methodological reasons can potentially explain the fragility
of these ATE estimates. First, the FTA dummy is likely representing other
factors – unobserved by the researcher – that influence trade but are
omitted. These omitted variables may bias the coefficient estimates up
or down. Considerablework has been done over the past four decades to
address conventional omitted variables bias in gravity equations. Rose
(2004), for example, provides one of the most extensive treatments of
omitted variables bias by including a range of “trade cost” proxies.

Perhaps themost influential recent theoretical and empirical paper
addressing omitted variables bias in the gravity equation is Anderson
and van Wincoop (2003). These authors demonstrate that traditional
gravity Eq. (1) is mis-specified and coefficient estimates of RHS
variables are likely biased owing to omission of nonlinear “multi-
lateral (price) resistance” terms of countries i and j in each year (or
including inappropriately atheoretical “remoteness” indexes). Ander-
son and van Wincoop show that estimation of unbiased coefficients
(α0,…, α4) requires minimizing the sum-of-squared residuals of (with
time-subscript t now omitted):

ln TFij= GDPiGDPj
� �� �

= α0 + α1 lnDISTij + α2ADJij

+ α3LANGij + α4FTAij− lnP1−σ
i − lnP1−σ

j + eij

ð2Þ

subject to the N nonlinear market-equilibrium conditions:

P1−σ
i = ∑

N

k = 1
Pσ−1
k GDPk=GDP

T
� �

eα1lnDISTki + α2ADJki + α3LANGki + α4FTAki i = 1; :::;N

ð3Þ
9 As evidence, the coefficient of variation of the coefficient estimates for FTA across
the nine years was six times that of the next highest coefficient estimate's coefficient of
variation.



Table 2
Typical gravity equation coefficient estimates

Variable (1) 1960 (2) 1965 (3) 1970 (4) 1975 (5) 1980 (6) 1985 (7) 1990 (8) 1995 (9) 2000

ln (GDPi GDPj) 0.75 (43.53) 0.76 (53.07) 0.81 (57.18) 0.84 (63.64) 0.90 (71.01) 0.87 (73.25) 0.90 (79.62) 0.95 (93.88) 0.99 (100.11)
ln DISTij −0.56 (−1.33) −0.65 (−14.40) −0.65 (−14.10) −0.75 (−16.29) −0.88 (−21.19) −0.88 (−22.48) −0.98 (−24.24) −1.01 (−26.15) −1.08 (−27.39)
ADJij 0.31 (1.64) 0.06 (0.37) 0.10 (0.54) 0.33 (1.93) 0.45 (2.77) 0.43 (2.80) 0.40 (2.40) 0.63 (3.99) 0.84 (5.17)
LANGij 0.03 (0.25) 0.24 (2.33) 0.36 (3.29) 0.48 (4.57) 0.47 (4.72) 0.39 (3.98) 0.68 (6.57) 0.76 (7.62) 0.63 (6.35)
FTAij 0.43 (2.02) 0.80 (4.24) 1.32 (6.08) 0.42 (2.47) −0.11 (−0.62) 0.32 (1.98) −0.04 (−0.27) −0.04 (−0.27) 0.15 (1.37)
Constant −9.66 (−15.28) −9.45 (−17.45) −11.58 (−20.89) −12.17 (−23.04) −13.40 (−26.11) −12.66 (−26.76) −13.49 (−28.83) −14.97 (−35.52) −15.87 (−37.12)
RMSE 1.1504 1.1089 1.2715 1.3218 1.3342 1.3227 1.4315 1.4029 1.4717
R2 0.6649 0.6985 0.6969 0.7038 0.7250 0.7171 0.7308 0.7684 0.7741
No. observ. 1059 1325 1570 1947 2189 2433 2802 3073 3342

t-statistics are in parentheses. The dependent variable is natural log of the sum of nominal bilateral trade flows between i and j. The gravity equationwas also estimated using the log
of the bilateral trade flow from i to j; the results are not materially different. The data are the same as used in Baier and Bergstrand (2007a). The binary variable for an FTA (which also
includes customs unions, commonmarkets, and economic unions) was constructed by the authors, is described in Section 5 and Table 3 (a listing of all the agreements used) of Baier
and Bergstrand (2007a), and is available at http://www.nd.edu/~jbergstr and http://people.clemson.edu/~sbaier. See Section 4.1, Data Description for sources for other variables.
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where, in the model's context, α0=−ln GDPT, where GDPT is world GDP
(a constant). One insight fromEqs. (2) and (3) is that the potential effect
of FTAij on TFij is nonlinear. This obviously requires a custom nonlinear
least squares (NLS) program to estimate unbiased coefficients.

Estimation of this system of nonlinear equations using NLS for the
non-zero trade flows among the 96 countries in our study is beyond
the scope of this paper. However, as Anderson and van Wincoop
(2003) and Feenstra (2004) note, unbiased estimates of α0 through α4

can be obtained also using country fixed effects for Pi
1−σ and Pj

1−σ.
Table 3 reports the results of estimating Eq. (2) using fixed effects to
account for the multilateral resistance terms Pi

1 −σ and Pj
1−σ. A

comparison of Table 2 with Table 3 indicates that omission of the
multilateral resistance terms in the traditional gravity specification
tends to bias the FTA coefficient estimates. However, considerable
instability of the ATEs for FTAs from year to year remains, several
estimates are statistically insignificant, and – perhaps most impor-
tantly – some negative estimates seem implausible. For example, the
effect of an FTA in 1970 was to more than double members' trade.
However, by 1980, an FTA on average reduced trade by 54%. In fact, the
results imply that by 2000 an FTA had no economically or statistically
significant effect on members' trade! Thus, the issues raised in
Anderson and van Wincoop (2003) are important, but do not fully
address our concerns. Proper estimation of the gravity equation does
require recognizing theoretically-motivated multilateral price terms.
However, the Anderson–van Wincoop procedure cannot fully ensure
unbiased estimation of the effect of an FTA on two members' trade for
reasons detailed below. Still, these recent advances in the theoretical
foundations of the gravity equation will be quite important for our
matching estimation technique's “selection on observables.”

Even after accounting for multilateral price terms, (log-) linear
regressionsmaynotprovideaccurate estimatesof theaverage treatment
effect of an FTA if (nonlinear) interactions of FTAij and typical gravity-
equation trade-flowdeterminants are significantand selection into FTAs
is non-random (i.e., FTAij is systematically correlatedwith these standard
gravity-equation covariates). First, there is now significant evidence that
Table 3
Theoretically-motivated gravity equation coefficient estimates (using country fixed effects)

Variable (1) 1960 (2) 1965 (3) 1970 (4) 1975 (5)

ln (GDPi GDPj) 0.32 (1.68) 0.79 (11.55) 1.00 (18.17) 0.97 (24.72) 0.9
ln DISTij −0.70 (−13.47) −0.79 (−17.25) −0.74 (−16.15) −0.88 (−18.53) −1
ADJij 0.28 (1.68) −0.05 (−0.31) 0.12 (0.77) 0.45 (2.90) 0.3
LANGij 0.22 (1.80) 0.42 (3.92) 0.76 (6.70) 0.60 (5.43) 0.6
FTAij −0.01 (−0.06) 0.33 (2.00) 0.74 (3.86) −0.10 (−0.62) −0
Constant −14.94 (−29.22) −9.19 (−4.79) −16.16 (−10.15) −14.72 (−11.92) −1
RMSE 0.9369 0.9144 1.0497 1.1262 1.1
R2 0.7919 0.8056 0.8024 0.7930 0.8
No. observ. 1059 1325 1570 1947 218

t-statistics are in parentheses. The dependent variable is natural log of the sum of nominal bi
effects are not presented (for brevity).
FTAs are not determined randomly. For instance, Baier and Bergstrand
(2004a) provideempirical evidence that pairs of countries that are larger
in economic (GDP) size, more similar in GDPs, closer in distance, and
more remote from other countries tend to have FTAs and they provide a
theoretical rationale for each relationship. Of course such variables are
typical gravity equation regressors. Indeed, Table 4 reveals that the
means of traditional gravity equation covariates differ significantly
between country pairs with FTAs (i.e., treated) versus those without
FTAs (i.e., untreated) for 1990. Moreover, Figs. 1 and 2 show quite
dramatically that for two typical gravity equation covariates – (log)
bilateral distance and (the sumof the logs of) GDPs – the distributions of
treated pairs differ substantively from those of untreated pairs for all
nine years of our sample. In Fig. 1, the kernel density function of (log)
bilateral distances for non-FTA country pairs (dashed line) is centered
considerably to the right of that for FTA country pairs (solid line);
country pairs with FTAs tend to be closer. In Fig. 2, the kernel density
function of GDPs of pairs with FTAs (solid line) is centered to the right of
that for pairswithout FTAs (dashed line); country pairswithFTAs tend to
be economically larger. Similar results hold for other covariates (not
shown, for brevity).

Second, it is possible that the effects of an FTA on trade are dependent
on levels of typical gravity-equation covariates. For instance, Brada and
Mendiz (1985) and Frankel (1997) found economically and statistically
significant interaction effects between FTA dummies and log bilateral
distance in gravity equations. Baier and Bergstrand (2002) provide
empirical evidence that interaction terms of FTAij with log GDPs and
FTAij with log populations are economically and statistically significant
in gravityequations.Moreover, in theparallel gravity-equation literature
on the effects of currency unions on trade flows, Rose (2000) and
Persson (2001) provide evidence of significant nonlinear terms inter-
acting currency union dummies with typical gravity-equation covari-
ates, such as log GDPs and log distance. As noted in Persson (2001), if
selection into FTAs is non-random and if nonlinearities exist between
the FTA variable and other covariates in the gravity equation, then
parametric estimates of treatment effectswill be biased and the average
1980 (6) 1985 (7) 1990 (8) 1995 (9) 2000

8 (71.01) 0.89 (26.75) 0.90 (79.62) 1.06 (38.09) 1.16 (39.47)
.06 (−24.40) −1.05 (−25.39) −0.98 (−24.24) −1.20 (−29.00) −1.35 (−32.26)
9 (2.60) 0.33 (2.34) 0.40 (2.40) 0.48 (3.34) 0.61 (4.19)
9 (6.68) 0.62 (6.11) 0.68 (6.57) 0.88 (8.57) 0.80 (7.81)
.78 (−4.60) −0.42 (−2.74) −0.41 (−2.72) −0.23 (−1.79) −0.08 (−0.75)
4.50 (−12.54) −11.59 (−10.82) −14.40 (−13.72) −16.48 (−18.21) −18.65 (−19.88)
395 1.1317 1.2325 1.2222 1.2679
064 0.7999 0.8063 0.8289 0.8365
9 2433 2802 3073 3342

lateral trade flows between i and j. Coefficient estimates and t-statistics for country fixed

http://www.nd.edu/
http://people.clemson.edu/


Table 4
Summary of 1990 covariate means

Country pairs
with an FTA

Country pairs
without an FTA

Difference

Log of distance 6.66 8.28 −1.62 (−23.80)
Sum of the logs of GDPs 38.55 34.69 3.87 (15.98)
Adjacency dummy 0.18 0.07 0.11 (10.46)
Language dummy 0.07 0.02 0.05 (−0.11)

t-statistics are in parentheses.
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treatment effects on the treated (ATTs) will differ from the average
treatment effects on randomly selected pairs (ATEs).

This paper employs nonparametricmatching techniques to provide
unbiased estimates of the long-run treatment effects of FTAs on trade
flows using cross-section data. First, the key to successful matching
estimates is to generate a credible counterfactual trade flow for an
“untreated” matched country pair. Theoretical foundations for the
gravity equation provide an excellent context for the selection of
observables that can be used to generate matched untreated country
pairs that are statistically indistinguishable from treated pairs, except
for treatment. Matching estimation can avoid the bias introduced by
non-random selection on observables and by non-linearities.

Second, while parametric techniques exist that can adjust for
selection on observables bias and nonlinearities can be introduced in
regressions, the virtually unlimited potential specifications suggest
that matching estimates of treatment effects provide “benchmark”
nonparametric estimates of long-run treatment effects. Consequently,
they provide a useful “check” upon ATE and ATT estimates computed
using regression analysis with alternative nonlinear structures used
on nonexperimental data.

Third, there has been no study that has attempted to estimate long-
run effects of FTAs on trade based upon cross-section data using
nonparametric techniques. In international trade, several papers have
used nonparametric techniques, such as propensity-score estimators, to
evaluate the long-run effects of currency unions on trade. For instance,
Persson (2001) found strikingly different treatment-effect estimates for
currency unions using a propensity-score matching estimator in
comparison to Rose (2000) using cross-section gravity equations. Rose
founda treatment effect for currencyunions of over 200%; Persson found
treatment effects that were not (statistically) significantly different from
zero.10 However, while Persson's currency union ATEs were statistically
insignificant, the specifications of his propensity-score functions lacked
theoretical foundations, and many of the “balancing properties” were
violated. Our study differs from Persson (2001) by examining FTA – not
currency union – treatment effects, focusing on a matching technique,11

and selecting covariates based upon recent theoretical developments for
the trade gravity equation, cf., Anderson and van Wincoop (2003) and
Baier and Bergstrand (2006, 2007b).12

One recent study in international trade has investigated the effects
of FTAs on trade volumes and intra-industry trade indexes. Egger et al.
(2008) used a difference-in-differences panel matching estimator to
examine primarily the effect of FTA formations on changes in shares of
intra-industry trade. However, with a two-year window on either side
of the “events,” this study could only determine short-run effects of
FTAs on changes in the trade volumes and degrees of intra-industry
10 Tenreyro also found smaller effects of currency unions on trade, taking into
account self-selection of country pairs into currency unions, building upon the work of
Alesina and Barro (2002) and Alesina et al. (2002).
11 A limited number of covariates determining trade flows implies we do not face the
“curse of dimensionality,” necessitating a propensity-score approach.
12 As discussed in footnote 3, we focus only on estimating long-run “partial,” or
treatment, effects; we do not address general equilibrium comparative statics in this
analysis, an issue for future research.
trade among countries. Difference-in-differences techniques for 5-
year windows might not nearly capture the trade-enhancing effects of
FTAs. First, the vast bulk of FTAs have phase-in periods of 5 to 10 years.
Second, even once the agreements are fully phased in, changed terms-
of-trade have lagged effects on trade flows. Using first-differenced
data and parametric techniques, Baier and Bergstrand (2007a) showed
that FTAs affected trade 15 years after their first year of implementa-
tion. Thus, our study differs from Egger et al. (2008) by examining
“long-run” volume of trade treatment effects of FTAs rather than
short-run effects, focusing on volume-of-trade rather than intra-
industry-index effects of FTAs, and selecting covariates based upon the
recent theoretical developments for the trade gravity equation.13

3. A matching-estimator approach

The literature on matching econometrics is now well established,
cf., Moffitt (2004), Cameron and Trivedi (2005), Lee (2005), and Abadie
and Imbens (2006). In our context, the key is finding a (control) group
of country pairs without FTAs that are virtually identical in all other
respects as trade partners to a pair with an FTA. The two groups of
country pairs are selected to be identical in all respects but treatment
by selecting on observables for the pairs; members of the two groups
are assigned based upon a set of common economic characteristics.
The key is to simulate random assignment into treatment and control.
The average treatment effect for the entire sample (ATE) and the
average treatment effect for treated groups (ATT) are obtained by
comparing the trade flows between two groups, the treated and
untreated (or control group), and taking the average difference.

Interestingly, large-sample properties of such estimators have not
been established until just recently, cf., Abadie and Imbens (2006). That
study notes that matching estimators are highly “nonsmooth func-
tionals” of the distribution of data, which are not readily addressed using
standard asymptotic distribution theory. They find that matching
estimators include a conditional bias, the stochastic order of which
increases with the number of continuous matching variables. In this
paper, we use nearest neighbor matching as suggested by Abadie–
Imbens (nearest three neighbors) and adjust for the conditional bias
using the Abadie–Imbens (A–I) technique in a robustness analysis, which
does not require consistent nonparametric estimation of unknown
functions. For robustness, we also estimate propensity scores, to be
discussed later.

We determine the ATTs for various years and treated groups; for
brevity, we ignore the ij variable subscripts in the following. Let TF1 (TF0)
denote the value of trade between two countries with (without) an FTA
and let FTA be a dummy variable assuming the value 1 (0) if the two
countries have (do not have) an FTA. Let x denote a set of characteristics
(covariates) that influence the tradeflowbetweenpairs of countries, and
X be a random vector of dimension k of continuous covariates
distributed on ℝk with compact and convex support X.

We follow Abadie and Imbens (2006) andmake three conventional
assumptions. First, for almost every x∈X, assume FTA is independent
of TF1 and TF0 — conditional upon the set of covariates X=x, which is
the assumption of “conditional mean independence” or “ignorability
of treatment” according to Rosenbaum and Rubin (1983); this is
13 As in Persson (2001), our focus is on addressing potential selection bias on
observables and nonlinearities. We do not address selection on unobservables. In
nonparametric estimation, the standard approach to address selection bias on
unobservables is to construct difference-in-difference estimators for pre- and post-
treatments over short and balanced periods, as in Egger et al., 2008; such a method
would preclude estimating the long-run effects of FTAs (which can be up to 15 years),
which is the focus of this paper. The standard cross-section parametric technique to
adjust for selection bias on unobservables (“endogeneity” bias) is to use instrumental
variables. However, parametric estimation requires specifying functional form and it is
very difficult to find an instrument to predict FTAs that is not also correlated with trade
flows, cf., Baier and Bergstrand (2004b, 2007a).



14 In the case of centering at a symmetric equilibrium, each of the “BV” variables is
quite simple. For instance, for BVDISTij the second (third) component is the mean
distance of i (j) from all its trading partners and the fourth term is simply a constant.
Baier and Bergstrand (2006) also show that a first-order log-linear Taylor-series
expansion of Eq. (3) around alternatively a frictionless equilibrium yields terms similar
to BVDIST, etc., except that the second, third, and fourth components are GDP-share-
weighted (rather than simple) averages. See Baier and Bergstrand (2006, 2007b) for the
economic intuition.

Fig. 1. Log of distance for bilateral pairs with and without an FTA.
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Assumption (A1). Second, assume that ηbP(FTA=1|X=x) b1−η for
some ηN0, where P( ) denotes the probability; this is Assumption (A2).
This assumption (called the “overlap” assumption) ensures that for
each value of x there are both treated and untreated observations. The
third assumption (Assumption A3) usually made is generally referred
to as the stable-unit-treatment-value assumption (SUTVA); however,
it has two parts. The first part of SUTVA (A3a) ensures that there is a
unique treatment (no “multiple versions”). The second part (A3b,
called “non-interference”) implies that treatment of any country pair
does not influence the trade of other (untreated) pairs; that is, TF, x,
and FTA are independent draws from their distributions. We now
discuss the feasibility of all three assumptions in the context of
international trade flows and their determinants.

3.1. Ignorability Assumption (A1)

The ignorability (also called “unconfoundedness”) assumption
states that, conditioned on covariates x, FTA is independent of TF0 and
TF1 (omitting observational subscripts for country pairs). The purpose
of this assumption is to try to ensure that treatment assignment is
“random.” This assumption is assured by choosing a control group for
each treated pair that is matched closely to the treated pair in terms of
all relevant covariates influencing trade (other than FTA). Hence, this
assumption is also known as “selection on observables.”

Fortunately, theoretical foundations for the gravity equation of trade
flows provide guidance for selecting observables. As Eqs. (2) and (3)
above suggest, relevant covariates to use for selection on observables
include the sum of logs of GDPs, log of bilateral distance, adjacency and
language dummies, and measures of the “multilateral resistance” (MR)
terms.However, inAnderson andvanWincoop (2003), theMRtermsare
endogenous. Fortunately, Baier and Bergstrand (2006) show that a first-
order log-linear Taylor-series expansion (around a symmetric equili-
brium) of the system of Eq. (3) yields a reduced-form function of linear
combinations of the “exogenous” variables in Eqs. (2) and (3):

ln TFij= GDPiGDPj
� �� �

= β0 + β1BVDISTij + β2BVADJij + β3BVLANGij + β4BVFTAij + eij

ð4Þwhere

BVDISTij = lnDISTij− 1=Nð Þ ∑
N

j = 1
lnDISTij− 1=Nð Þ ∑

N

i = 1
lnDISTij + 1=N2� �

∑
N

i = 1
∑
N

j = 1
lnDISTij

BVADJij = ADJij− 1=Nð Þ ∑
N

j = 1
ADJij− 1=Nð Þ ∑

N

i = 1
ADJij + 1=N2� �

∑
N

i = 1
∑
N

j = 1
ADJij

BVLANGij = LANGij− 1=Nð Þ ∑
N

j = 1
LANGij− 1=Nð Þ ∑

N

i = 1
LANGij 1=N2� �

∑
N

i = 1
∑
N

j = 1
LANGij

BVFTAij = FTAij− 1=Nð Þ ∑
N

j = 1
FTAij− 1=Nð Þ ∑

N

i = 1
FTAij + 1=N2� �

∑
N

i = 1
∑
N

j = 1
FTAij

and the βs have theoretically interpretable values, cf., Baier and
Bergstrand (2006, 2007b).14 This framework suggests exogenous



Fig. 2. Sum of logs of GDPs for bilateral pairs with and without an FTA.
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covariates SLGDPij (the sum of the logs of GDPi and GDPj), BVDISTij,
BVADJij, and BVLANGij for conducting the matching estimation
(relaxing the assumption of strictly unitary income elasticities).

A key consideration for successful matching is that the distribu-
tions of the covariates for the treated and matched untreated pairs be
virtually indistinguishable. Fig. 3 confirms this, showing for instance
the kernel density functions for the sum of the logs of GDPs (SLGDP)
for the matched pairs. Fig. 3 reveals much greater similarity of the
distributions than corresponding Fig. 2 for SLGDP. In fact, as
conventional we estimated the differences of the means for treated
and matched untreated pairs for all four exogenous covariates for all
nine years. Among the 36 two-tailed t-tests for the four variables, we
could reject at the 5% significance level the null of identical means in
only two cases (SLGDP in 1990 and BVDIST in 2000). For brevity, we do
not report all 36 statistics (but these are available on request).

3.2. Overlap Assumption (A2)

The second assumption (“overlap”) ensures that for each value of x
there are both treated and untreated observations. In our trade
context, the very large number of country pairs with FTAs andwithout
FTAs ensures that the overlap assumption is not violated.

3.3. SUTVA (A3)

In matching estimation, SUTVA is used to ensure (a) that the
“treatment” (here, the FTA) is identical for each treated observation
(i.e., no “multiple versions” of the treatment) and (b) that the
formation of an FTA between a country pair ij does not influence
untreated trade flows (the “non-interference” assumption). Also, an
FTA between another country pair ik (or kj or kl) should not influence
trade between ij. In trade, many economists argue that an FTA
between a country pair (say, ik) might lead to trade diversion, that is, a
reduction of TFij; this violates the non-interference assumption. Also,
when FTAij is not “treaty specific” (such as EEC or CACM), then the “no-
multiple-versions” of treatment assumption is likely violated as well.
We will address both issues.

The history of applied matching studies in labor economics
regarding job training programs suggests that researchers have
justified their use of this assumption on the notion that the program
is identical for treated individuals and that no single treated
individual's income gains influence materially others' incomes (nor
do others' treatments influence materially their incomes). Given the
growing interest in matching estimators in the social sciences – and in
economics, in particular – we use the theoretical foundations for the
gravity equation to offer some clarity regarding this assumption in our
context of international trade, in the spirit of Diamond (2006a,b). First,
suppose world trade flows are determined according the Anderson
and van Wincoop (2003) structural model represented by Eqs. (2)
and (3) in Section 2. By convention, the “treatment effect” might be
measured by the value of α4. However, these equations show clearly
the potential “general-equilibrium” effects that the non-interference
assumption attempts to preclude. For instance, suppose the gravity-
equation specification ignored Pi

1−σ and Pj
1−σ. A change in any FTAik

would alter the multilateral price term Pi
1−σ, confounding measure-

ment of α4.
One solution, of course, for estimating the parameters is to follow

the path of estimating the entire system of structural equations using,



Fig. 3. Sum of logs of GDPs for matched bilateral pairs with and without an FTA.
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say, nonlinear least squares, cf., Anderson and van Wincoop (2003)
and Heckman et al. (1998). However, this approach imposes even
more structure on the estimates of α4, which is exactly what
nonparametric estimation is trying to avoid. Is there a theoretically
feasible way to account for the variation in variables Pi

1 −σ and Pj
1−σ

given the system of nonlinear Eqs. (2) and (3) – in the context of
matching econometrics – which must also address the “curse of
dimensionality”?

This issue is addressed by again appealing to the Baier and
Bergstrand (2006, 2007b) framework discussed above. By selecting on
observables such as BVDISTij, BVADJij, and BVLANGij, we account for the
general equilibrium aspects other than FTAs among other pairs for
estimating treatment effects. However, in the context of the theory,
the “treatment” is BVFTAij. That is, the difference in the trade flows
between the observed and the counterfactual for country pair ij is
driven by FTAs between the country pair ij – but also between country
i with any of its trading partners, between country j with any of its
trading partners, and between any country pair kl, which some may
argue violates the “non-interference” assumption.

However, the researcher knows when policies were implemented.
This identifies more precisely the actual “treatment” and potentially
eliminates interference from the second, third and fourth terms in
BVFTAij. For example, later in Section 5 we will consider the Treaty of
Managua signed in 1960 to create the Central American Common
Market (CACM). In this case, SUTVA is more likely to hold as the
“treaty” and degree of integration was well-defined for every CACM
member (no “multiple versions” is ensured by the common treatment
of internal tariff elimination and imposition of identical external tariff
rates) and – because the Central American nations were both
economically small and remote from the only other effective FTAs in
the 1960s, 1970s, and 1980s (EEC and EFTA) – there was likely little
interference (no “general equilibrium effects”). That is, the small
economic size and trade of CACM countries likely ensured no
perceptible influence on untreated pairs' trade (similar to job-
retrained individuals likely not having any perceptible impact on
untreated individuals' incomes), and the remoteness of the CACM
countries from Europe likely ensured that the formation of EEC and
EFTA had no perceptible influence on CACM members' trade. Hence,
for CACM in particular, BVFTAij equals FTAij (implying no interferences)
and members shared a common treatment (Treaty of Managua).

3.4. Abadie and Imbens (2006) matching estimator

Under these assumptions, the sample ATE with X = x is given by:

ATE xÞ = E TFjFTA = 1;X = x�−E TFjFTA = 0;X = x� = E TF1−TF0jX = x�½½½ð ð5Þ

which is the ATE conditional on x. By iterated expectations, averaging
across the distribution of X gives ATE=E[TF1−TF0]. Similarly, the average
treatment effect on the treated (ATT) is ATT=E[TF1−TF0 | FTA=1].

The problem, of course, is that only one of TF1 and TF0 is
observable. The Abadie–Imbens (A–I) matching estimator imputes
the missing potential values using average outcomes for individuals
with similar values for the covariates. Using notation from Abadie and
Imbens (2006), let ||x||V=(x′Vx)0.5 be a vector norm with V a positive
definite weight matrix. Let jm(i) be an index (j=1,…, N), where N
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denotes the number of country pairs, which solves FTAj=1−FTAi,
ensuring that when j has an FTA then i does not, and:

∑
l:FTAl = 1−FTAi

1 jjXl−Xijj � jjXj−Xijj
� 	

=m ð6Þ

where 1{ } is an indicator function; the function assumes the value 1 if
the bracketed expression holds and equals 0 otherwise. Then jm(i) is
an index of the unit that is the mth closest unit to unit i among the
covariates (among units with opposite treatment to unit i). Let JM(i)
denote the set of indices for the first M matches for unit i; in our
empirical work, we will use the three nearest neighbors. Let KM(i)
denote the number of times unit i is used as a match given that M
matches are used per unit:

KM ið Þ = ∑
N

l = 1
1 iaJM lð Þf g ð7Þ

The matching estimator imputes the missing potential outcomes
as:

TF⁎i 0ð Þ =
TFi; if FTAi = 0
1
M

∑
jaJM ið Þ

TFj; if FTAi = 1

8<
: ð8Þ

and

TF⁎i 1ð Þ =
1
M

∑
jaJM ið Þ

TFj; if FTAi = 0

TFi; if FTAi = 1

8<
: ð9Þ

As noted in Abadie and Imbens (2006), the estimator for the
average treatment effect (ATE) is:

ATEM =
1
N

∑
N

i = 1
TF⁎i 1ð Þ−TF⁎i 0ð Þ
h i

ð10Þ

The estimator for the average treatment effect on the treated (ATT)
is:

ATTM =
1
N

∑
FTAi = 1

TFi−TF⁎i 0ð Þ
h i

ð11Þ

If the variables in x are discrete (i.e., matching is “exact”), then
ATEM and ATTM will be unbiased estimates of the population average
treatment effects. However, in our context x will include some
continuous variables. Consequently, both estimators will have a
conditional bias in finite samples. Abadie and Imbens (2006) show
that, with k continuous covariates, a term corresponding to the
matching “discrepancies” will be of order OP(N−1/k). Abadie and
Imbens (2006) propose a “bias-adjusted” estimator that adjusts for
differences in covariate values within the matches, which we will
provide in a sensitivity analysis.15

4. An application of matching econometrics to international trade
flows and FTAs

4.1. Data description

Nominal bilateral trade flows are from the International Monetary
Fund's Direction of Trade Statistics for the years 1960, 1965,…, 2000 for
15 Abadie and Imbens (2006) show that simple matching estimators have biases
related to the number of observations (N) under standard normalizations with
continuous covariates. The bias is driven by “matching discrepancies” on the
continuous covariates; matching on continuous variables can never be “exact.” For
instance, for ATEM in Eq. (10), the bias-adjusted estimator replaces the TFj in Eq. (8)
with TFj+µ(Xi, FTA=0)−µ(Xj, FTA=0) and the TFj in Eq. (9) with TFj+µ(Xi, FTA=1)−µ(Xj,
FTA=1) where µ( ) is a consistent (regression) estimator. In our case, the number of
continuous covariates is small so the bias is minimal.
96 potential trading partners (zero trade flows are excluded); we will
allow for zero trade flows in the sensitivity analysis. These data are
scaled by exporter GDP deflators to generate real trade flows, which
are also used. Nominal GDPs are from the World Bank's World
Development Indicators (2003); these are scaled by GDP deflators to
create real GDPs. Bilateral distances were compiled using the CIA
World Factbook for longitudes and latitudes of economic centers to
calculate the great circle distances. The language and adjacency
dummy variables were compiled also from the CIA World Factbook.
The FTA dummy variablewas calculated using appendices in Lawrence
(1996) and Frankel (1997), various websites, and FTAs notified to the
GATT/WTO under GATT Articles XXIV or the Enabling Clause for
developing economies; we included only full (no partial) FTAs and
customs unions. A list of the trade agreements and countries used and
sources is in Baier and Bergstrand (2007a).

4.2. Empirical results: average treatment effects of FTAs

Using the four covariates and the A–I matching estimator for the
three nearest neighbors, we calculated the ATEs and ATTs for a sample
of 96 countries for 9 years: 1960, 1965, …, 2000. The average
difference between the trade flows of the treated pairs and of their
three nearest matched neighbors is an estimate of the average
treatment effect on the treated. Table 5 provides the results. Columns
(3)–(8) provide the baseline results. Columns (9)–(11) in Table 5
provide some sensitivity analysis to methods of estimation. Columns
(12) and (13) will be addressed in detail in Section 5.

4.2.1. Baseline results for all FTAs
For convenience, columns (3) and (4) in Table 5 report the same

ATE estimates reported earlier in Tables 2 and 3 using OLS and OLS
with fixed effects for the traditional and theory-motivated gravity
equations, respectively, for nominal bilateral trade flows for the nine
years; we provide these for comparison. As noted, OLS and fixed-
effects estimates vary widely across years, are often insignificant, and
are significantly negative in several years.

Column (5) in Table 5 reports the ATEs estimated using the A–I
matching estimator described above for nominal trade flows. Several
interesting results are worth noting. First, unlike the previous
numbers, for every year the ATE is positive and economically
significant. This suggests our first main result: FTAs increase bilateral
trade in every year. Second, considerable variance remains; in fact, the
range of estimates is even wider than that using OLS or fixed effects.
The standard deviation of OLS ATEs across the nine years is 0.46
whereas the standard deviation for the A–I ATEs is 0.62. Third, the
values of some of the years' ATE estimates seem excessively “large,”
i.e., even larger than the currency-union effects motivating Persson's
comment on Rose (2000). For instance, in 1990, the estimated average
effect of an FTAwas to increase trade by tenfold, or 900% (e2.36=10.59).
Fourth, the large drop in the ATE from 1995 to 2000 raises concern.

One reason the ATEs in column (5) may be excessively large is the
extrapolation problem raised in Imbens (2004). ATEs provide
estimates of treatment on a randomly selected pair. A second reason
the ATEs in column (5) may be large is that they require two imputed
values, whereas ATTs require only one imputed value, cf., Section 3.4.
Column (6) provides the ATT estimates. This leads to our second main
result: The effects of an FTA on the treated are smaller than the
corresponding ATEs (although in some years the ATE and ATTestimate
differences are not statistically significant). As in column (5), the ATTs
are all positive, economically significant, and statistically significant
from zero. The ATT estimates yield more plausible effects of an FTA on
amember pair. For instance, in 1995, the A–I ATEwas 2.27, implying an
867% increase in trade. By contrast, in 1995, the A–I ATT was 0.84,
implying only a 132% increase in trade. The lower ATT is quite
plausible economically because the ATE reflects the trade increase of a
randomly selected pair and is an average of ATTs and ATUs (average



Table 5
FTA treatment effects for bilateral trade flows

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)

Year # of observations
(# of FTAs)

Nominal level
OLS ATEs

Nominal level
fixed effects
ATEs

Nominal level
A–I ATEs

Nominal level
A–I ATTs

Real level
A–I ATTs

Real share
A–I ATTs

Real share
bias-adj.
A–I ATTs

Real share
P-S ATTs

Real share
bias-adj.
P-S ATTs

EEC real share
A–I ATTs

CACM
real share
A–I ATTs

1960 1059 (37) 0.43⁎
(2.02)

−0.01
(−0.06)

0.71⁎
(1.90)

0.48⁎⁎
(2.16)

0.28
(1.48)

0.35⁎⁎
(2.11)

0.23
(1.55)

0.36
(1.23)

0.02
(0.05)

0.24
(1.03)

0.82
(1.40)

1965 1325 (42) 0.80⁎⁎
(4.24)

0.33⁎⁎
(2.00)

1.13⁎⁎
(2.68)

0.54⁎⁎
(2.92)

0.57⁎⁎
(3.27)

0.61⁎⁎
(3.24)

0.48⁎⁎
(2.99)

1.04⁎⁎
(2.89)

0.60
(1.12)

0.47⁎
(1.80)

1.36⁎⁎
(2.38)

1970 1570 (41) 1.32⁎⁎
(6.08)

0.74⁎⁎
(3.86)

1.86⁎⁎
(3.92)

1.35⁎⁎
(6.16)

1.30⁎⁎
(6.10)

1.30⁎⁎
(5.75)

1.03⁎⁎
(5.39)

1.31⁎⁎
(4.08)

1.23⁎⁎
(2.85)

1.04⁎⁎
(2.71)

2.94⁎⁎
(2.70)

1975 1947 (86) 0.42⁎⁎
(2.47)

−0.10
(−0.62)

1.83⁎⁎
(4.18)

0.90⁎⁎
(4.84)

0.79⁎⁎
(4.29)

0.46⁎⁎
(2.88)

0.40⁎⁎
(2.73)

0.56⁎⁎
(2.31)

0.99⁎⁎
(3.20)

0.52⁎⁎
(1.97)

2.18⁎⁎
(2.32)

1980 2189 (84) −0.11
(−0.62)

−0.78⁎⁎
(−4.60)

1.32⁎⁎
(2.51)

0.83⁎⁎
(5.08)

0.75⁎⁎
(4.77)

0.49⁎⁎
(3.27)

0.39⁎⁎
(2.94)

0.52⁎⁎
(2.32)

0.83⁎⁎
(2.90)

0.59⁎⁎
(2.18)

2.24⁎⁎
(2.54)

1985 2433 (98) 0.32⁎
(1.98)

−0.42⁎⁎
(−2.74)

1.60⁎⁎
(3.93)

1.13⁎⁎
(6.88)

0.72⁎⁎
(5.20)

0.51⁎⁎
(4.20)

0.37⁎⁎
(3.23)

0.55⁎⁎
(2.78)

0.61⁎⁎
(2.43)

0.84⁎⁎
(2.43)

0.74⁎
(1.72)

1990 2802 (129) −0.04
(−0.27)

−0.41⁎⁎
(−2.72)

2.36⁎⁎
(4.43)

1.00⁎⁎
(6.85)

0.94⁎⁎
(6.76)

0.61⁎⁎
(5.47)

0.51⁎⁎
(5.01)

0.55⁎⁎
(3.27)

0.51⁎⁎
(2.72)

0.90⁎⁎
(2.20)

1.05⁎⁎
(2.38)

1995 3073 (163) −0.03
(−0.27)

−0.23⁎
(−1.79)

2.27⁎⁎
(5.03)

0.84⁎⁎
(6.67)

0.84⁎⁎
(6.67)

0.55⁎⁎
(5.20)

0.46⁎⁎
(4.77)

0.39⁎⁎
(2.49)

0.39⁎⁎
(2.07)

0.78⁎⁎
(2.09)

1.25⁎⁎
(2.09)

2000 3342 (263) 0.15
(1.37)

−0.08
(−0.75)

0.68⁎⁎
(2.34)

0.59⁎⁎
(5.08)

0.61⁎⁎
(5.20)

0.38⁎⁎
(3.59)

0.29⁎⁎
(2.88)

0.26⁎
(1.93)

0.28
(1.38)

0.77⁎⁎
(2.16)

1.08⁎⁎
(2.18)

z-statistics are in parentheses. ⁎ (⁎⁎) denotes statistical significance at the 10 (5) percent level in two-tailed tests. For 1960, 1965 and 1980, the number of (non-zero-trade)
observations for real trade are 1010, 1291, and 2163, respectively. Column (3) refers to OLS results using typical gravity Eq. (1). Column (4) refers to OLS results including country fixed
effects for multilateral price terms in gravity Eq. (2). Column (5) refers to ATEs using Eq. (10) for nominal trade flows. Column (6) refers to ATTs using Eq. (11) for nominal trade flows.
Column (7) refers to ATTs using real trade flows. Column (8) refers to ATTs using real trade flow shares (real trade flows scaled by the product of the two countries' real GDPs).
Column (9) refers to “bias-adjusted” ATTs using real trade flow shares. Column (10) refers to propensity scores using real trade flow shares. Column (11) refers to propensity scores
using real trade flow shares. Columns (12) and (13) refer to ATTs for only the EEC and CACM, respectively, using real trade shares.

17 The economically large and marginally statistically significant (at 20%) ATT for the
CACM in 1960 may seem surprising, since the treaty was only signed on December 15,
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treatment effect on the untreated). Most country pairs without FTAs
(untreated) are smaller, developing economies withmuch higher tariff
rates, likely to havemore trade created from an FTA. Consequently, the
ATEs are likely to be higher, reflecting potentially large ATUs.

Our third main result is that the A–I ATTs have less variance across
years than the A–I ATEs. The standard deviation of A–I ATTs is only 0.3,
half that of A–I ATEs and two-thirds that of OLS ATEs. There is also
more of a potentially explainable pattern to the average treatment
effects over time, in contrast to the seemingly random pattern in the
OLS and fixed-effects estimates. Although considerable variance
remains, there is an economic explanation that wewill discuss shortly.

Up to now, we have focused on nominal (bilateral) trade flows,
rather than real trade flows. The reason is that most cross-sectional
gravity equation analyses traditionally have used nominal trade flow
and nominal GDP data. However, two reasons suggest that real trade
flows and real GDPs should be examined. First, policymakers are
likely to be interested more in the trade volume effect of an FTA,
rather than the trade value effect. Second, future analyses may
examine changes in trade flows, and price changes should likely be
removed from the analysis. Column (7) reports the A–I ATTs using
real trade flows and real GDPs. As expected, the average ATT is lower
for real than nominal trade flows; inflation has been removed.16 The
average ATTacross all nine years for real (nominal) trade flows is 0.75
(0.85); the standard deviation of the ATTs for real (nominal) flows
across the nine years are 0.29 (0.30). Thus, across all years of our
sample, on average an FTA approximately doubles two members' real
trade (i.e., e0.75=2.12, implying a 112% increase).

Even though one of the conditioning covariates is real GDP,
policymakers may be interested in the effect on the volume of trade
relative to national outputs, denoted henceforth the real trade share.
Here, the log of real trade share is defined as the log of the sum of the
real trade flows of the two countries less the sum of the logs of their
real GDPs; this is a standard scaling in the gravity equation literature
(the results were robust to alternative GDP scalings). Wewould expect
the ATTs for real trade shares to be smaller than those for real trade
16 Note that in 1995 (the base year for real variables) the nominal and real ATTs are
identical, as expected.
levels. Column (8) confirms they are, in general. In some years, the real
trade share ATTs are approximately the same as those for real trade
levels; only in 1960 and 1965 were the real trade share ATTs
marginally higher. The average real trade share ATT across all nine
years was 0.58, implying that the real trade share was on average 79%
higher with an FTA than without an FTA. There remains variance
across years; the standard deviation for the ATTs in column (8) is 0.29.
We have also run specifications for nominal trade shares and the
results are similar (omitted for brevity).

Using the ATTs in column (8), we can now provide some
explanation for the pattern of change across the nine years, taking
into account phase-ins of agreements, lagged terms-of-trade effects,
and the growth of regionalism. First, with the exception of 1960, 1970,
and 2000, the ATT for FTA in any year is between 0.46 and 0.61. We
now explain the three outliers. From 1960 to 1970, the main
agreements in place were the EEC, EFTA, and CACM, which all began
between 1958 and 1961. However, all of the agreements were phased-
in, which partly explains that the effects of these agreements likely
phased-in also over the 1960s. Moreover, terms-of-trade changes from
agreements likely have a lagged effect on trade flows, contributing
further to the delay in the full treatment effects from these
agreements. As Table 5's column (2) shows, in 1960, 1965, and 1970,
there were only 37, 42, and 41 pairs of countries with FTAs,
respectively. Thus, the ATT in 1960 was lower than average because
only the EEC had been in effect for more than 1 year (in fact, for only
2 years). This interpretation is confirmed in columns (12) and (13)
which show that the ATTs for the EEC and for CACM were both
statistically insignificant in 1960.17

The next outlier to explain is the large ATT for 1970, followed by a
much lower value in 1975. While we delay a detailed explanation of
the effects of the EEC and CACM until Section 5, by 1970 both
agreements had been fully phased in. Moreover, note the
1960. However, it must be noted that after World War II, there was a wave of bilateral
FTAs signed among Costa Rica, El Salvador, Guatemala, Honduras, and Nicaragua
between 1950 and 1956, which preceded our data set, cf., U.S. Library of Congress
(1993, p.2).



19 Results for EFTA are in accord with those for the EEC, but omitted for brevity
(available on request).
20
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exceptionally large value for CACM in 1970 in column (13). While this
value may seem implausible to the reader, we will discuss in Section 5
that – by historical accounts – the CACM “flourished” in the 1960s (on
the heels of the Central American bilateral FTAs formed between 1950
and 1956), followed by political and civil ruptures in the subsequent
two decades. The large value for the ATT for FTA in 1970 in column (8)
is plausible.

But the ATT in 1975 is sharply lower than that in 1970. The addition
of Denmark, Ireland, and the United Kingdom to the EEC in 1973 likely
led to trade diversion from the original EEC. Moreover, the new
agreements with these countries and the creation and phasing-in of
FTAs between EC countries and EFTA countries between 1970 and
1975 contributed to a large expansion in the number of new
agreements. From 1970 to 1975, the number of FTAs more than
doubled from 41 to 86. As we saw in 1960 and 1965, the role of phase-
ins and lagged terms-of-trade effects will cause the ATT to be much
lower for new agreements. The doubling of the number of FTAs from
1970 to 1975 – and the consequent presence of brand new FTAs – had
the effect of causing the ATT to decrease from its 1970 level of 1.30 to
0.46 in 1975.18

While plausible explanations such as subsequent FTA formations
and the introduction of the European Monetary System can explain
minor fluctuations in the level of the ATT from 1975 to 1995, the last
notable change in column (8) is the decline from 0.55 to 0.38 in the
ATT from 1995 to 2000. Although the number of FTAs increased from
1980 to 2000, the largest absolute and percentage increase in
treated pairs in our sample in these two decades occurred between
1995 and 2000, when the number of treated pairs increased by 100
from 163 (in 1995) to 263 (in 2000). This 61% increase in the number
of FTAs introduced a large number of new FTAs – likely all phased-in
over 5-to-10 years – that probably caused the treatment effect to
decline from 0.55 to 0.38.

4.2.2. Sensitivity analysis
There are three dimensions inwhich we examine the robustness of

the estimates. First, Abadie and Imbens (2006) show that thematching
estimator above will be biased in finite samples when matching is not
“exact,” that is, if covariate values are not identical within matches.
They show that, with k continuous covariates, a term corresponding to
the matching “discrepancies” will be of order OP(N−1/k). Abadie and
Imbens (2006) propose a “bias-adjusted” estimator that adjusts for
differences in covariate values within the matches. Column (9)
provides the bias-adjusted ATTs for the real trade shares. Except for
one year's estimate (1970), the bias-adjusted ATTs are within 0.15 of
the unadjusted ATTs in column (8). Thus, the results are largely robust
to adjustment for the bias.

Second, a common alternative nonparametric estimator is the
propensity-score estimator. The advantage of the propensity-score
estimator is that matching is done on only one characteristic, which is
a probit or logit function of several observables; this technique avoids
the “curse of (high) dimensionality.” However, the reduction in
dimension is at a cost of being a less precise matching procedure.
Nevertheless, a useful check is to determine if the results above are
largely robust to this estimator. In the propensity-score approach, one
controls for all the observables by controlling for a particular function
of the covariates, the conditional probability of treatment, P[FTA=1|x].
If selection bias is absent in controlling for x, it will be absent in the
propensity scores (P-S). We then match on the propensity scores for
the country pairs with and without FTAs. The covariates used are the
same ones used formatching earlier. See Dehejia andWahba (2002) or
Cameron and Trivedi (2005) for further details. Columns (10) and (11)
provide the results for real trade shares for the unadjusted and bias-
adjusted P-S ATTs, respectively. The results for columns (8) and (10)
18 Moreover, as will be detailed in Section 5, 1969 witnessed the first political rupture
in CACM with an El Salvador–Honduras war.
are largely similar; the results for columns (9) and (11) are largely
similar. The only substantive difference between the A–I and P-S
estimates are that the A–I estimates are estimated more precisely,
either for the unadjusted or bias-adjusted values. In fact, every A–I
estimate has a lower standard error than its corresponding P-S
estimate, as expected.

Third, note that the potential sample size varies across years; this is
because we only allowed non-zero trade flows for potential matched
pairs. The reason is – by allowing matched pairs with zero trade – this
may introduce an unobservable factor influencing potential trade that
could bias results (i.e., an inappropriate extrapolation). We re-
estimated the A–I results for columns (7) and (8) – real trade levels
and real trade shares – allowing all 4560 pairs in each year. We
summarize the results. First, the alternative ATTs were less precisely
estimated; the standard errors of the estimates (z-statistics) were
higher (lower) than the corresponding ATTs using the original
samples. Second, the ATTs for the full sample are much more unstable
across years than the original ones. Third, typically the ATTs with the
full sample are considerably higher (in some cases, implausibly
higher) than the baseline results.

5. Estimating the treatment effects of the Treaty of Rome and the
Treaty of Managua

The main conclusion of the previous section is that the overall
long-run average treatment effect of an FTA on trade between a pair of
member countries is to roughly double their trade. However, as noted
above, the variation across ATT estimates in Table 5 tends to display a
trend that is notably absent from typical OLS estimates (Table 5,
column 3). We also note that the results suggested that the average
effect of an FTA tended to occur over 10–15 years, to account for lagged
effects of FTAs on their terms of trade and for “phasing-in” of
agreements, cf., Baier and Bergstrand (2007a) for more on such effects.

In this section, we address two issues. First, we provide ex post
estimates of the average treatment effect of an FTA (or customs union)
on the treated focusing on two specific “treaties.” By examining two
particular long-standing agreements, we can explain readily most of
the variation in ATTs across the nine years reported in Table 5. The only
long-standing effective agreements since 1960 are the (EEC) Treaty of
Rome, the (CACM) Managua Treaty, and the (EFTA) Treaty of Stock-
holm, so these are relevant agreements to examine and exploit our
data set. In the interest of methodology and brevity, we focus on only
two of the trade agreements over the period 1960–2000, the original
six-member European Economic Community (treaty signed in 1957)
and the original five-member Central American Common Market
(treaty signed in 1960; Costa Rica joined in 1962 and Panama was
excluded).19

The second issue we address is that an examination of specific
treaties more likely ensures that the stable-unit-value-treatment
assumption (SUTVA) is not violated. In the cases of the original six-
member EEC and the original five-member CACM, the “no-multiple-
versions” assumption is more likely to hold; the membership of these
groups never changed and the Treaties of Rome and Managua are well
defined.20 Section 5.1 reports and explains the results for the EEC.
However, the “non-interference” assumption may be violated in the
case of the original EEC members, since EFTA was formed at
approximately the same time and the EEC had subsequent enlarge-
ments to include former EFTA countries. In this case, the general
equilibrium effects are consistent with standard trade diversion
Although EFTA was signed in 1960, its membership has fluctuated considerably,
such that only two of the four small economies currently comprising EFTA (Norway
and Switzerland) were even in the original group of seven EFTA countries. If we were
to focus only on this pair, we would risk violating the overlap assumption (A2).
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arguments. By contrast, the non-interference assumption is less likely
to be violated for CACM. Since the CACM countries are economically
small (akin to individuals in the labor economics job-training
matching studies), CACM members' trade is likely to have an
imperceptible impact on untreated pairs' trade. Also, since the Central
American countries in CACM are remote from Europe, the EEC and
EFTA agreements are unlikely to have a perceptible impact on CACM
members' trade.21 The results for CACM are reported and explained in
Section 5.2.

5.1. The original six-member European Economic Community

The EEC was formed upon the signing of the Treaty of Rome in
1957. The original six members were Belgium, Luxembourg, the
Netherlands, France, (West) Germany, and Italy; the first three
countries were, at the signing of the treaty, already in a free trade
agreement (BENELUX). All six original members have stayed members
of the European Community since its inception a half-century ago; we
will address the deepening of the agreement to an economic union in
the 1990s later. The EECwent into force in 1958with a ten-year phase-
in period. By 1967, tariffs on virtually all manufactured products were
eliminated. Thus, taking into account the phased-in liberalizations,
likely lagged effects on terms of trade of the agreement, and the
absence of any expansions of the community until 1973, the likely
largest effect of the EEC on members' trade should have been around
1970, as suggested in Baier and Bergstrand (2004b, 2007a).

Table 5, columns (12) and (13), provide the ATT estimates using the
(bias-unadjusted) A–I real trade share matching estimator technique
for EEC and for CACM, respectively. Recall, the real trade share is
measured as the sum of the real trade flows between a country pair
divided by the product of their real GDPs; we then logged the variable.
Column (12) reports the real trade share ATTs for treated relative to
untreated pairs for the original six EEC members' trade. Column (12)
shows that, only 3 years into the EEC, members' trade was 27% higher
(e0.24) than their matched control pairs, suggesting a plausible
8 percent average annual increase. By 1965, EEC trade was 60% higher.
By 1970, such trade was 183% higher because of phase-ins of
liberalization and lagged effects on trade volume of terms-of-trade
changes; 183% higher trade suggests once again an 8% average annual
increase.

The European Community (or EC, as it began to be called in the
1970s) has both enlarged and deepened in degree of economic
integration over time. In 1973, after 15 years of existence, the EC
enlarged to include three more countries: Denmark, Ireland, and the
United Kingdom. In the same year, the members of the EC and EFTA
formed free trade agreements. Thus, in the period from 1973 to 1980
(and perhaps longer), the original six members of the EC (or EEC-6)
should have experienced a diversion of trade among themselves as
BVFTAijt fell, and trade between the original EC members with the new
EC members and with EFTA members likely expanded.

From 1970 to 1975, the ATT for the EEC-6 fell by half or 0.52, from
1.04 to 0.52, and only increased slightly to 0.59 by 1980. This result is
consistent with the likely trade-diverting effects on original EEC
members' trade of these expansions of free trade between the EEC-6
members with eight new countries (3 new EC members and the
remaining 5 EFTA members). Using these values, the average annual
decrease in EEC-6 members' trade was 4.4%.

The period 1980–1985 witnessed two policy changes within the
EC. First, the EC had its second enlargement. Yet, adding Greece to the
EC is not likely to have had an economically significant trade-diversion
effect on the original EC members' common trade. However, the
second major policy change was the entry into the European
Monetary System (EMS) of all six of the original EC members. The
21 In last 5 years of our analysis, however, CACM members' trade may have been
influenced by the formation of AFTA and MERCOSUR.
introduction of much smaller exchange rate variability, and conse-
quent reduced relative price variability, is likely to have had a
significant effect on increasing trade among members, as the
economic literature on exchange rate variability and trade suggests,
cf., Alesina et al. (2002). This effect may have dwarfed any Greece-
enlargement effect. Column (12) reports that the ATT level effect rose
0.59 to 0.84.

Between 1985 and 1990, the third enlargement of the EC occurred,
with the addition of Portugal and Spain in 1986. The addition of these
two countries to the EC is likely to have caused little trade diversion
among the original EEC-6 members, as all these countries already had
free trade with Portugal. The EEC-6 level ATT actually rose slightly
from 0.84 to 0.90, perhaps reflecting the lagged trade-creating effects
of the EMS dominating small trade-diverting effects for EEC-6
countries of adding Spain.

The major economic policy change facing Europe between 1990
and 1995 was the political and economic liberalization of Central and
Eastern Europe and the creation of free trade agreements between the
EC members and Bulgaria, the Czech Republic, Hungary, Poland,
Romania, and the Slovak Republic, which caused a dramatic and rapid
reduction in trade barriers in these countries and fostered trade
diversion from the original EEC-6 countries. In many goods, full
liberalization was immediate. This liberalization of Central and
Eastern European countries' trade had a material impact on the EEC
level ATT in column (12), reducing it from 0.90 to 0.78.

In 1995, a fourth and even larger expansion of the EC occurred,
creating the EC-15. This enlargement to include Austria, Sweden and
Finlandwould again likely have caused a reduction in trade among the
original six EEC countries. However, by 1995 the EEC-6 already had
FTAs in place with these three countries. The other most notable
policy development in the 1990s was the creation of the European
Union (EU). The formation of the EU in 1992 deepened the degree of
economic integration considerably, phased in over several years. The
likely trade impact on the original EEC countries was positive, most
likely not occurring until the late 1990s (1995–2000); most aspects of
the EU did not take effect until January 1, 1994 or January 1, 1995. The
level ATT estimate had nomaterial change, falling slightly from 0.78 to
0.77.

The stability of the EEC ATT from 1995 to 2000 also helps to explain
the fall in the ATTs in Table 5, columns (3)–(11), from 1995 to 2000.
The period 1995–2000 saw an enormous increase (from 163 to 263) in
the number of “treated” pairs, i.e., country pairs adopting FTAs.
However, such FTAs were likely phased in (such as NAFTA and
MERCOSUR) and much of their impact would have been minimal, as it
was for the EEC, EFTA, and CACM in 1960. Consequently, with many
country pairs having “brand new” FTAs, trade flows would not yet
have adjusted substantively, and we would then expect the overall
FTA ATTs in 2000 in columns (3)–(11) to be lower than those in 1995.
However, we should find no such diminution in the ATT for the EEC-6,
and we do not; any potential trade diversion for the EEC-6 would also
not have had much effect yet.

According to our level ATT estimates, the formation of the EEC-6
and subsequent policy changes in the European Community that
caused either trade diversion or more trade creation among these
members left the original EEC-6 members' international trade relative
to GDP on average about 116% higher by 2000 (e0.77=2.16), or 1.9%
higher per year.

5.2. The Central American Common Market

The other agreement we address in detail is the Central American
Common Market (CACM), formed in 1960. Entered into force in 1961,
the agreement was novel among such agreements by providing im-
mediate free trade on 95% of all goods traded among El Salvador,
Guatemala, Honduras, and Nicaragua; Costa Rica joined in 1962
(Panama has had only an association agreement with CACM



75S.L. Baier, J.H. Bergstrand / Journal of International Economics 77 (2009) 63–76
members). As for the EEC-6, the no-multiple-versions assumption is
likely to hold. Yet, unlike for the EEC, the non-interference assumption
is more likely to hold. First, CACM's membership was constant (de
jure) from 1962 to 2000, so there were no enlargements and
consequently potential trade diversions. The small size of trade
among CACM members ensures imperceptible impact on untreated
pairs' trade. CACM countries' remoteness – from Europe – ensures
imperceptible impact on CACM trade of the major regional FTAs
formed and altered between 1960 and 1990 (EEC and EFTA).

According to SICE (2006), CACM “flourished as the most advanced
and successful regional integration scheme of Latin America in the
1960s.” Intra-regional (CACM) trade grew from $33 million in 1960 to
$1000 million in 1980; that is, intra-regional trade grew by a factor of
30. Unfortunately, in 1969 a war between El Salvador and Honduras
led to Honduras' (de facto) withdrawal and re-imposition of tariffs on
imports from the other Central American countries. From 1970 to
1990, political unrest in the region left CACM moribund according to
most observers. Nicaragua instituted the Marxist Sandanista region in
1979, which continued until 1990; during the 1980s, anti-Sandanistas
were prevalent in Honduras, leading to armed cross-border conflicts
in the region. In June 1990, a summit of the Central American
countries' presidents called for the revival of the CACM.

The ATT estimates in column (13) of Table 5 confirm the rapid
success of the CACM in the 1960s (as well as bilateral FTAs among
these countries between 1950 and 1956), followed by much lower
effects in the 1970s and 1980s, and finally a resurgence of effectiveness
in 1990. In column (13), the real trade share ATT estimates indicate
that by 1970 the CACM increased members trade by 1800%
(e2.94=18.92). While such a figure may appear unrealistically high,
one should be reminded that tariffs in Latin American economieswere
considerably higher than those in Northern Hemisphere countries
(typically, 200% higher) in 1960; estimates put them at approximately
40%. Thus immediate and nearly full trade liberalization from high
tariff levels under CACM could conceivably have had such a substantial
effect, especially on the heels of the countries' bilateral FTAs formed
between 1950 and 1956 (a period for which bilateral trade data are
unavailable).

From 1970 to 1990, political instability, war, and the resurgence of
protectionism in the region explains why CACM was less effective in
that period. From 1970 to 1980 (following the 1969 El Salvador–
Honduras war and the withdrawal of Honduras from CACM), the real
trade share level ATT fell from 2.94 to 2.24, or a 50% decline in the
effect of CACM. From 1980 to 1985 (following the 1979 ascendancy of
the Marxist Sandanista regime and the Honduras–Nicaraguan border
war), the CACM level ATT declined again from 2.24 to 0.74, a further
78% decline in the trade effect. Following a June 1990 summit of
Central American presidents to revive the Treaty of Managua, a
reversal in the trade impact of CACM occurred. By 2000, the CACMATT
on the level of the real trade share was higher at 1.08; thus, by 2000,
the effect of CACM had been to roughly triple members' trade.

On net, the estimated ATTs for CACM provide economically
plausible measures of the effects on trade of this agreement. The
direction of changes in the effects are consistent with anecdotal
evidence of its initial success, followed by a rapid dissolution of its
effectiveness due to political and military conflict, and finally a
resuscitation in the 1990s.

6. Conclusions

This paper has provided the first nonparametric empirical
estimates using matching econometrics of the long-run effects of
FTAs (and customs unions) onmembers' trade for awide range of such
agreements, as well as for two specific agreements that were formed
in the period 1957–1960. Matching estimators provide plausible
estimates of the average treatment effect of an FTA on the trade of
members that actually form one (ATTs), avoiding selection bias on
observables in the presence of potential nonlinearities between the
FTA variable and other covariates. We find a narrower range (across
years) and more economically plausible values of the long-run effects
of FTAs on members' trade using nonparametric estimates than
parametric ones in cross-section. Interestingly, our results using
nonparametric techniques suggest an average long-run effect of an
FTA of 100%. Such an estimate is not far from those found using panel
data and parametric techniques, such as the gravity equation, cf., Baier
and Bergstrand (2007a) and references therein. Thus, our nonpara-
metric estimates suggest that the gravity equation may still provide a
baseline parametric framework for evaluating the effects of the FTAs
on trade flows, but continued investigation is warranted.

We note that our matching estimates do not address explicitly
selection bias on unobservables. Alternative nonparametric methods
exist, such as “difference-in-differences” techniques, to eliminate such
bias. But the construction and computation of these effects using pre-
and post-treatments for 15-year balanced periods for treated and
control pairs is a large endeavor beyond the scope of this particular
paper, and is left for future research. Nevertheless, the results here
provide a further step toward providing more precise and credible ex
post estimates of long-run effects of FTAs on trade flows. We hope
future work will continue to develop better matching estimates of
FTAs and other trade policies.
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