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Abstract

We propose an approximate model for the 2D Kuramoto—Sivashinsky equations
(KSE) of flame fronts and crystal growth. We prove that this new ‘calmed’ ver-
sion of the KSE is globally well-posed, and moreover, its solutions converge
to solutions of the KSE on the time interval of existence and uniqueness of the
KSE at an algebraic rate. In addition, we provide simulations of the calmed
KSE, illuminating its dynamics. These simulations also indicate that our ana-
lytical predictions of the convergence rates are sharp. We also discuss analogies
with the 3D Navier—Stokes equations of fluid dynamics.

Keywords: Kuramoto—Sivashinsky equation, calming, approximate models,
Navier—Stokes equations, global well-posedness, multi-dimensional
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1. Introduction

The Kuramoto-Sivashinsky equation (KSE) is a captivating model for flame fronts, crys-
tal growth, and many other phenomena. It is both satisfying and frustrating. In one space
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dimension, the model acts as a fantastic toy model: it has highly non-trivial chaotic dynamics
while still being amenable to a wide range of analytical tools. However, in higher dimensions,
it has so far resisted nearly every analytical attack due to its lack of any known conserved
quantity, and the basic question of global well-posedness of solutions remains open, even in
two dimensions. Moreover, the nonlinearity of the system has many similarities with the non-
linearity of the Navier—Stokes equations (NSE), making investigation of the KSE even more
intriguing.

How does one proceed in the face of such difficulty? In the case of the NSE, at least
one approach has been fruitful since at least the work of Smagorinsky in 1963 [58], where
a modification of the Navier—Stokes system was proposed, resulting in a system which is both
globally well-posed [36], and less computationally demanding to simulate. Since then, hun-
dreds of so-called ‘turbulence models’ have arisen (see, e.g. [15, 52] for a survey), which
typically modify the equations in some way. It is therefore natural to ask whether such an
approach might work for the 2D KSE?. However, one quickly realises that approaches which
work for the NSE are unlikely to work for the KSE. Indeed, for the NSE, the problem is the
growth of large gradients; more specifically, the problem is the development of large vorti-
city, w := V x u (see, e.g. [3]). One possible reason may be the cubic nature of the vorticity
equation: { [|wl|?, ~ (w - Vu,w). Hence, in order to handle the NSE (say, in numerical simu-
lations or to obtain analytical approximations), one typically attempts to control the gradient
of the solution, for example, by strengthening the viscosity or weakening the nonlinear term,
since the nonlinear term cascades energy from large scales to small scales, intensifying the
gradient. That is, the vorticity growth seems to be associated with growth of small scales. On
the other hand, for the KSE, one problem seems to be the growth of large scales (another is
still the lack of any known maximum principle). One possible reason may be the cubic nature
of the energy equation: $ |[u||%, ~ (u- Vu,u). In the 1D case (and in the NSE case), this latter
term vanishes, but not in the 2D KSE case. Moreover, controlling the small scales is not a
major problem, as the KSE has a fourth-order diffusion term, strongly curbing the growth of
gradients. Therefore, the problem for the KSE appears to be the exact opposite of the prob-
lem for the NSE. That is, the problems inherent in the KSE seem to be associated with the
growth of large scales. Hence, the standard approaches that work for the NSE might not work
for the KSE (see [32] for investigations of this notion in the 1D case), and searching for new
approaches to handling the KSE seems justified. The purpose of the present work is to propose
and investigate one such approach.

In [39] a modification of the 2D KSE, called the ‘reduced KSE’ (r-KSE), was proposed and
studied, which featured an adjustment made to the linear term in one component. This system
admits a maximum principle, allowing for a proof of globally well-posedness. Moreover, sim-
ulations in [39] indicate that the dynamics of the r-KSE are arguably qualitatively similar to
KSE. However, r-KSE suffers from the drawback that there is no clear way to see solutions of
the r-KSE converge to solutions of the KSE, as any introduction of a ‘turning’ parameter inter-
polating between the r-KSE and the KSE would immediately violate the maximum principle.
In contrast, the model introduced in this present paper allows for such a parameter € > 0, which
we call the ‘calming parameter.’ In particular, by adjusting the nonlinear term in the (1.2), we
create a globally well-posed PDE that approximates solutions to the 2D KSE to arbitrary preci-
sion, at least on the time interval of existence and uniqueness of solutions to the KSE. Perhaps

3 Since the KSE governs the evolution of a surface, its natural space dimension is two. Moreover, it is not clear that
the 3D case for the KSE is fundamentally more difficult than the 2D case, due to the already strong dissipation. Hence,
we focus on the 2D case.



Nonlinearity 37 (2024) 115019 M Enlow et al

surprisingly, our construction does not require the use of a maximum principle, nor does it add
artificial viscosity to the system.
The N-dimensional Kuramoto—Sivashinsky equation (KSE) is given in scalar form by

0p+ LV +Ap + A% =0. (1.1)

with periodic boundary conditions on a domain [0, L]". By setting u = V¢ in (1.1), one form-
ally* obtains the vector formulation of KSE:

ou+(u-Viu+ Au+ A*u=0, (1.2)

These equations were originally proposed in the 1970’s by Kuramoto and Tsuzuki in
the studies of crystal growth [34, 35] as well as by Sivashinsky in the study of flame-front
instabilities [55] (see also [56]). It has since found many other applications in the sciences,
such as describing the flow of fluid down inclined planes [57], and has shown to be a generic
feature of many physical phenomena involving bifurcations [43].

Many results on the 1D equation have been obtained since its origination, and the equation
has been shown to be rich with interesting dynamics. It is globally well-posed [46, 59], solu-
tions continue to exhibit chaotic dynamics at large times (see, e.g. [9, 26, 42, 47, 49]), and a
large body of work has been published on quantitative results pertaining to the global attractor
(see, e.g. [9-12, 18-20, 22-24, 26, 27, 32, 48, 51, 59, 61]).

There are far fewer results on the KSE in the 2D case. Global well-posedness for sufficiently
small initial data was first shown in [54] on a domain [0, 27] X [0,27 €] with € > O sufficiently
small. This result was improved upon in [45] by showing global existence on a domain [0, L;] X
[0, Ly] with L, < CL{ for some particular g. Later works continued to improve on the sharpness
of this bound (see, e.g. [4, 33, 41, 44] and references therein). Other works employ control of
the domain size as a means to control the instability in Fourier modes. It was shown in [1]
that for small enough domains (on which no growing Fourier modes are present in the linear
terms), global existence holds when the initial data is sufficiently small in a certain Wiener
algebra. This result was then extended in [2] to domains in which there is one linearly growing
mode in each direction. Further studies have investigated modified equations [13, 17, 25, 39,
44, 63] or have looked at the equations with different boundary conditions [21, 38, 50]. For
other results on the case N > 1, see also [5, 6, 37].

The intent of the present work is to propose a modification of the 2D KSE in vector form
which is globally well-posed for any size of domain or initial data. To do this, we make use
of what we call an algebraic calming function or simply a calming function® which constrains
the advective velocity of the solution.

We propose the following modification of system (1.2),

ou+ (¢ (u)-V)u+Au+Au=0, (1.3a)
u(x,0) =up (x), (1.3D)

4 We do not claim that V¢ is a unique solution to (1.2) when ¢ is a solution to (1.1). We only observe that one can
formally obtain the set of equation (1.2) by taking the gradient of equation (1.1). In particular, it may be the case that
there exist solutions to (1.2) that are not gradients of solutions to (1.1), or of any other function.

3 Such a function is simply a bounded smooth truncation function, but we call it a ‘calming’ function due to the way it
is used in the nonlinearity to suppress the algebraic growth of the nonlinear term. We do not call it a ‘regularization,’
since we reserve this term for techniques which smooth the equations by modifying derivative operators.

3
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with L-periodic® boundary conditions on the 2-dimensional periodic torus T? := R?/(LZ)* =
[0,L)? for some L > 0. We call € >0 the calming parameter, and ¢° the calming function. We
require that ¢° satisfies the conditions described in definition 1.3. For the sake of concreteness,
we consider several example choices for ¢¢; namely

y==x
_—G3
G Tnm G (14
(%) =G = 1 35p
Cg (X) = %arctan(ex) _—

where the arctangent acts componentwise; that is, for a given vector z = ( ), we denote

2
2
arctan(z) = ().

Remark 1.1. For a given choice of ¢}, i = 1,2, or 3, € can be thought of as a parameter which
limits the velocity scale advecting the flow. However, it is not immediately clear that velocity
scales are limited in the same way between choices of ¢ for a fixed e. One could imagine
trying to find a more meaningful comparison by rescaling the ¢ to have the same supremum.
However, in doing so, ¢} (x) is no longer a good pointwise approximation for x. Therefore, it
may not be meaningful to compare different convergence rates (or errors) between different
types for fixed e. Yet, for the sake of convenience, we plot all error curves, etc on the same
plot. Moreover, the goal of the present work is not to compare different types of ¢; but rather
to exhibit the robustness of this approach to different choices of calming function (.

Remark 1.2. We see no major difficulty in extending our work to the case of physical bound-
ary conditions, i.e. u‘ o0 = Au| a0 = 0. However, for the sake of simplicity, we only consider
periodic boundary conditions in the present work.

Section 1.1 lists our main definitions and results, and section 2 lists some preliminaries.
Section 3 contains a proof of global well-posedness, which is mostly standard Galerkin meth-
ods, but with some subtle differences due to the non-polynomial form of the nonlinearity.
Section 4 contains a proof of higher-order (but not arbitrary order) regularity of solutions.
Section 5 contains a proof of convergence of solutions of the calmed equation to solutions to
the original KSE as the calming parameter € — 0. The proof here is not so straight-forward
due to issues with commutator terms involving the calming function. As we will see, these
issues are circumvented by taking advantage of structural properties of the calming function,
and then using a boot-strapping argument in time. In addition, our techniques yield an explicit
convergence rate. In section 6 we extend our ideas to the scalar form of the KSE. In particular,
we consider a modification to system (1.1),

P+ 5C (Vo) - Vo + A+ N¢ =0, (1.5a)
¢ (x,0) = ¢o (x). (1.5b)

6 Note: One could easily consider rectangular non-square periodic domains, say R?/((LiZ) x (L»Z)) as well with
slight modification of the techniques we use here. For the sake of keeping the discussion focused, we do not pursue
such matters here.
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Other formulations are of course possible. For example, one could consider a nonlinearity
of the form 1¢°(|V¢[?), or 1¢°(|V9[°)|Ve[*~° (0 < 6 < 2), or %, or many other pos-
sibilities. However, in the present work, we choose to focus only on the form in (1.5), as the
advective nature of the nonlinearity seems perhaps closest in spirit to the nature of the original
equation.

Section 7 exhibits results from simulations and provides computational evidence that the
convergence rates we obtained in section 5 are sharp (at least, in terms of convergence order).
Concluding remarks are in section 8.

1.1 Main results
Definition 1.3. We say ¢ : R? — R? is a calming function if the following conditions hold:

(i) €€ is Lipschitz continuous with Lipschitz constant 1,
(i1) For € > 0 fixed, ¢° is bounded.

These two conditions are sufficient to show that (1.3) is globally well-posed. In section 5,
we impose this third condition to obtain convergence:

(iii) There exists C >0, a >0 and 8 > 1 such that for any x € R2,
1¢€(x) — x| < Ce* [x|°. (1.6)

Proposition 1.4. Consider (; as described in (1.4). Then (; satisfies conditions (i), (ii), and
(iii) of definition 1.3 for each i = 1,2,3. In particular, the following explicit bounds hold for
e>0.

(i) For (5,

€ 1 € 2
€Tl e = Zand |¢1 (x) —x| <elx[".

(ii) For C5,
€ 1 € 2 3
162l = 5 and |G2 (x) —x| < € x|

(iii) For C5,

V2r

€ € 3
168l = Vo and [G5(x) ~x| < &Ix

Proof. Straightforward computations (using a Taylor series expansions in the case i = 3) yield
the result. O

Definition 1.5. Let uy € L?(T?) and let 7>0. We say that u is a weak solution to
calmed KSE (1.3) on the interval [0,7] if u € L([0,7]; H*(T?)) N C([0, T]; L*(T?)), du €
L?(0,T; H=%(T?)), and u satisfies (1.3a) in the sense of L*(0,T; H~2(T?)) and satisfies (1.3b)
in the sense of C([0,T]; L*(T?)).
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Theorem 1.6 (Global well-posedness). Let uy € L*(T?), let T>0 and fix € > 0. Suppose
¢€ is a calming function which satisfies Conditions (i) and (ii) of definition 1.3. Then weak
solutions to (1.3) on [0,T] exist, are unique, and depend continuously on the initial data in
L>(0,T;L*(T?)) N L*(0, T; H*(T?)).

Theorem 1.7 (Regularity). Suppose that C€ is calming function which satisfies Conditions (i),
and (ii) of definition 1.3. Let m € {1,2}, and suppose that u is a weak solution to (1.3) on [0, T]
for some T> 0. If ug € H"(T?), then u € L*(0, T; H"(T?)) N L*(0, T; H"+%(T?)).

Theorem 1.8 (Convergence). Given uy € L*(T?), let
ue C([0,7];L* (T%)) NL* (0, T; H> (T?)) . (1.7)

be the corresponding weak solution of (1.2) with maximal time of existence and uniqueness
T* >0 and with T € (0,T*). Suppose (¢ satisfies conditions (i) and (ii) of definition 1.3.
Furthermore, suppose ( satisfies condition (iii), so that (1.6) holds for some fixed C,c. > 0
and any B € [1,3]. Let u® be the corresponding weak solution of (1.3) with calming function
¢€ and initial data uy. Then for any € > 0, it holds that

[u® —ul[r(0,7.12) < K2€%,

[0 —ull2 0,2y < Kae?,

where K, and K, are positive constants which depend on T, 3, and u, but not on € or .

Remark 1.9.

e The exact dependence of K, and K4 on 7, 3, and u are explicitly shown in the proof of
theorem 1.8.

e This convergence result may not hold on the maximal interval [0,7*]. Indeed. as T — T* it
may be the case that K, K4 — oo, but this remains an open question for KSE.

e The upper bound S < 3 is a technical limitation that appears in the proof of theorem 1.8, in
particular to ensure the integrability of terms derived in estimate (5.7). This limitation can be
removed by choosing smoother initial data uy € H>(T?). Additionally, we remark that any
bound on 3 only affects the choice of calming function that one uses. Since each example
of a calming function (1.4) satisfies 5 € [1,3] (see proposition 1.4), we do not consider this
bound to be restrictive.

Definition 1.10. Let ¢ € L?(T?) and let T >0. We say that ¢ is a weak solution to (1.5)
on the interval [0,7] if ¢ € L*([0,T]); H*(T?)) N C([0,T};L*(T?)), d,¢ € L*(0,T; H=*(T?)),
and ¢ satisfies (1.5a) in the sense of L?(0,T; H~2(T?)) and satisfies (1.5b) in the sense of
C([0,T);L3(T?)).

Theorem 1.11 (Global well-posedness in scalar form). Let initial data ¢ € L*(T?) be given,
and let T> 0, € > 0 be fixed. Suppose ¢ is a calming function which satisfies Conditions (i)
and (ii) of definition 1.3. Then weak solutions to (1.5) on [0, 7] exist, are unique, and depend
continuously on the initial data in L>°(0,T;L*(T?)) N L*(0,T; H*(T?)).

Theorem 1.12 (Convergence in scalar form). Choose ¢ € L*(T?) and let ¢ be the corres-
ponding weak solution of the scalar KSE (1.1) with maximal time of existence T*. We assume
that ¢ is in the natural energy space: for T < T*,

¢ € C([0,7];L (T?)) NL* (0,T;H* (T?)). (1.8)

6
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Suppose € satisfies (i), (ii), and (iii) of definition 1.3, so that there exists C, o> 0, and 3 €
[1 , %] forwhich (1.6) holds. and let ¢¢ be the corresponding weak solution of the scalar calmed
KSE (1.5) with calming function ¢ and with initial data ¢y. Consider the convergence of ¢°
to ¢ on the interval [0,T). The difference ¢¢ — ¢ satisfies

Ke®,
!
K'e”,

196 — Dl 0,1502) <
<

19 = @ll20,7:12)

where K,K' > 0 depend on T, 3, and various norms of ¢, but not on € or c.

Remark 1.13. Similar to the comments made in remark 1.9, The upper bound 3 < % is needed
to establish the integrability of terms present in (6.16), and this bound can be removed by
selecting initial data in, say, H*(T).

2. Preliminaries

In this section, we lay out some notation and preliminary notions that will be used later in the
text. We denote the 27-periodic box T? := R?/(27Z)? = [0,27)%. We denote the set of real
vector-valued L? functions on T? by

u(x) = Z ee™ X, i = Gy, and Z i |> < oo}

kezZ? kez?

L*(T%) = {u

(with the usual convention of equivalence up to sets of measure zero). We also denote the (real)
12 inner-product and H® Sobolev norm, s € R, by

2 1/2
(w,v) = Z/z wi(x)vi (x) dx,  lul|go:= (Z (1+ |k|)zsﬁk|2> :
i=1 /T kez?

and the corresponding space H*(T?) = {u € L*(T?)| ||lul|y < co}. The space L*(T?) has an
orthogonal basis of eigenfunctions of the Laplacian operator —A given by

{(e**,0),(0,e™) : ke Z°},

with corresponding eigenvalues {|k\2 ke Zz}.

For any m € N, we denote by P,, : L*>(T?) — L*(T?) the projection onto finitely many eigen-
functions of the operator —A\,

Pmll: E flkelk'x.

keZ?
[k|<m

Denote Q,, := I — P,,. We recall the following projection estimates for any u € H*(T?), s >0,
[(=A) Pyu||,, <m’|[Pyul, Q.1

1
[Omull2 < — [lufla. (2.2)
m
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Using integration by parts, the Cauchy—Schwarz, and Young’s inequalities, we obtain, for
any ¢ > 0, the estimate

2. (2.3)

2 1 2 0
[Vul|7. < % lallzz + 5 [ Aul

We also recall Agmon’s inequality on T2, fors; < 1 < s,
[l < Cllullgs [ull}°, (2.4)

where 0s1 + (1 — 0)s, = 1. We also frequently use a special case of the Gagliardo-Nirenberg—
Sobolev inequality,

2
[ullze < Cliull: [[ull: - (2.5)

Notice that this is similar to but not the same as Ladyzhenskaya’s inequality, since it involves
the full H' norm. This is necessary because neither KSE nor calmed KSE preserve mean-free
vector fields. However, using (2.5) and elliptic regularity, and due to our periodic boundary
conditions, we have the following Ladyzhenskaya-type inequality on higher-order derivatives,
since they are mean-free (denoting the average u := \ﬁll fQ u(x) dx):

IVullz < CIVullz [Vallp = Cl[ Va2 |V (0 =)l

ClIVull A (u =) 2 = C[|Vull [ Aul| . (2.6)

NN

Applying integration by parts and the Cauchy—Schwarz inequality in conjunction with (2.5)
also yields the following useful estimate:

2 2 3 i
[allzs < Cllullzz + Cllull;, [[Aull (2.7)

We also denote by C a positive constant which may change from line to line.

3. Global well-posedness for calmed KSE

In this section, we prove the results stated section 1, along with some auxilliary results. We
begin with some lemmata.

Lemma 3.1. Suppose that (¢ satisfies conditions (i) and (ii) of definition 1.3. Then the follow-
ing statements hold.

(i) Given 1 < p < oo, if u € IP(T?) then (u) € IP(T?) and (€ is Lipschitz in 17 (T?) with
Lipschitz constant 1.
(ii) Fixu,w € L*(0,T;L*(T?)) and T >0, let I : L*(0,T;H' (T?)) — R be the map

fuw (&) = / ((¢5 (w)- V) g, w) . a.0)

Then I v is continuous.
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Proof. (i). The result follows immediately from the definition of the L” norm and from con-
dition (i) of definition 1.3.

(ii). Let ¢f (u) denote the jth component of ¢*(u).

For ¢ € L*(0,T; H'(T?)), we estimate

2 T
A< [ 16 Wag.w)ar
j=1"0
2 T
<3 [ 16 @l 19l Il
j=1"9

T
<1 /0 1l [l

SNC Moo W2 0,720 1Dl 20, 7580)
by the Cauchy—Schwarz inequality. O

Using the projection operator P,,, define the finite-dimensional space H,, := P,,(L*(T?)).
Consider the following initial value problem obtained via Galerkin approximation: Given ug €
L2(T?), find u € H,, which satisfies

ou+ P, ((¢°(u)-V)u) + Au+ A?u =0, (3.2a)
u(x,0) = P,ug (x). (3.2b)
Lemma 3.2. If (€ satisfies (i) of definition 1.3, then the map F : H,, — H,, defined by
F(u)=—Py ((¢°(u)- V)u) — Au—
is locally Lipschitz on H,. As a consequence, solutions to (3.2) exist and are unique in
C'([0,1],H,,) for some T > 0.
Proof. Fix u € H, and let v € H,, be arbitrary. Rewrite the difference F(u) — F(v) as
F(u) = F(v)==A(u—v) = A% (@=v) = Py (¢ (w) = ¢ (v)) - V)u)
—Pu((€°(V)- V) (u—v)).

From Condition (i) of definition 1.3, Estimate (2.1), and Agmon’s inequality, it follows that

1F () = F(v)|] 2
<A @=W)+[[2%* =V,
I (@) = ¢ (v) - V)ull 2 +[[(€°(v) - V) (=)
< (m+m?) [Jw = vl| 2 + [ Va 167 (W) = ¢ (V)| 2
HIC W< IV (@ =v)|l 2

1
< (m+m?) u = vl 2+ [[ul| g [fu = vl +m2 ¢ o [lu =]

12

Since u is a finite linear combination of eigenfunctions of —A, ||u||,;s < co. Thus F is loc-
ally Lipschitz at u € H,,. Existence and uniqueness of solutions to (3.2) in C'([0, 7], H,,) now
follows as a consequence of the Picard-Lindelof theorem O

9



Nonlinearity 37 (2024) 115019 M Enlow et al

Due to the presence of the calming function ¢°, the Galerkin system here is not necessarily
quadratic such as in the case of the 2D NSEs or the 2D KSEs. Thus we give a fully rigorous
proof of well-posedness here.

Proof of theorem 1.6. We will show that a solution exists using Galerkin approximation.
Given ug € L*(T?), suppose u” € C([0,7,,]; H,,) is a solution to (3.2) on the interval [0, T,,]
for some T, > 0 with initial data uf = P,,uy. We take the inner product of (3.2) with u” to
obtain

1d

5 3 I+ 120" = = (Au ™) — (¢ (u") - V) u” u")

We estimate the first term by — (Au™,u™) < 4 HAu’”Hiz + ||u’”||i2 For the nonlinear term, we
estimate

(€7 (™) - V)u" u™) [ <€ (") || oo IV 0[] 2 [Ju™]] 2
1 1
S CE N oo o™ (172 120" 72 a2

3 i3 mi|2 1 m|2
<IN I + £ 2w

4
Combining the above estimates and denoting K. := 3 [|{¢||;~ + 2, we obtain
d mi|2 m||2 my|2
g I llzz + 1 Au™f < Ke o™z 3-3)

After dropping the second term of (3.3), Gronwall’s inequality yields for all 7 € [0, 7,,],

[ ()17 < €X' [[u™ (0)]|72 < X< [Jug 7. (3.4)

Since u” € C([0, T, T?), via a bootstrapping argument, it holds that for any 7' > 0 and any
t€ 10,7,

0" ()3 < < o3 < <7 w2 (3.5)

Next, we integrate (3.3) on [0, 7] and apply estimate (3.5):

, 1T " 2
™ (Dl + 5 | [Au™ (s)||72ds
T m 2 m 2
< ; K [lu™ (s) |2 ds + [[u™ (0)| 7

T
< [ K" s ool
0

— KT

luo|7> . (3.6)
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Hence, for all T > 0,
{u”}>°_ is bounded in L ([0, 7];L*) N L* ([0,T]; H?) . (3.7)
To bound the time derivative, we estimate

1™ - < [ A%"||,, s + | A0 o+ sup (P ((¢F(0™) - V)u™), 0)|

dEH
lellz=1
< Cru”[[pe + Cofu™][ o+ sup  [{C°(u™) - V)u™, Py (6))]
pEH?
H¢HH2:1
SO +Cllu"|l 2+ sup €™ [| oo [0 [l [|#]] 2
dEH?
l¢ll2=1

< Clu”|[ e + Cllu™[| 2 4 1€ oo [[0™[] 1 -

Hence, {0u™}>7_ is bounded in L*(0,T; H~2(T?)). By the Banach—Alaoglu theorem, there

m=1 1

existsu € L?(0, T; H*(T?)) N L>°(0,T; L*(T?)) and a subsequence (which we will still label as
u”) such that

u” —* uweak-"* in L™ (0,7;L* (T?)), (3.8)
u” — uweakly in L* (0, T; H* (T?)), (3.9)
du™ — du weakly in L* (0, T;H 2 (T?)) . (3.10)

Moreover, by the Aubin-Lions lemma we may pass to another subsequence, relabelled to be
u”, such that

u” — u strongly in C (0, T;L* (T?)). (3.11)
Now we can show that u is a weak solution to (1.3). Given w € L*(0, T; H*(T?)), we compute

(O, w) + ((¢¢(u) - VIu,w) + (Au,w) + (Au, Aw))
— (O™, w) + (P, (¢ (0™) - V)u™) ,w) + (Au™,w) + (Au™, Aw))

Aw)
(€ (") - V)u™), w)
Aa—u"),w)+ (A(u—u"),Aw)

1
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Integrate ZZ: I in time for ¢ € [0,7]. We observe that I;,/,, and I3 all vanish as m — oo
by (3.8)—(3.10). Using Condition (i) of definition 1.3, Agmon’s inequality, and Holder’s
inequality, we obtain

T T
[ < [ e @ = ¢ @l IV [l
0 0
Tl 1 1A Tl Tl
<€ [ w2 o
1 1
< CHu_um”ioo(oj;LZ)”um”Zoo(oj;LZ)
r 1 1
x / Ju— "l AL (W],

1 1
< CH“ - um”Zoc (0,T;L2) ”um”Zoc(oj;U)

1 1
X HAum ”22(0’]";1‘2) ||WHL2(0,T;FF) ||u —u” ||22(0,T;L2)7 (312)

which is bounded due to (3.5), (3.9), and (3.11).
For I5,

T
/ Ldt =1y w(u—u™) (3.13)
0

for Iy, as defined in (3.1), which convergences due to lemma 3.1. Finally, using Holder’s
inequality, condition (ii) of definition 1.3 and (2.2),

T T
/0 Todr < /0 1G5 (W)l [ VU7 1G] 2

T , 3 T , 3
<I¢lm (/ ||Vu’"||der) (/ |QmW||def>
T 5 % T 1 2 %
el ([ 1vwiar) ([ i)

€ m 1
< ¢ oo [Ju HLZ(o,T;m)||W||L2(o,T;H2)$7 (3.14)

which converges to zero by (3.7).
Invoking (3.9)-(3.14),

lim

T
m—00 0

(y) a0

Therefore solutions to the ODE system (3.2) converge to a solution of the PDE system (1.3).
Thus u is indeed a solution to (1.3).
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Now we show that the solution u satisfies u(0) = uy in the sense of C([0,7],L?). Applying
lemma 1.1 from chapter 3 of [62, p 250], for all v € H?(T?), it follows that

() = $ (0,) =~ (Buy) — (A, Av) — ( (u) - Vay) (3.15)

in the scalar distribution sense on [0, 7]. Now, suppose that 1> € C'([0,7]) and satisfies 1/(0) =
1, ¢(T) = 0. We then integrate (3.15) in time with ¢ and apply integration by parts to obtain

/O ()0’ (1) di = — /O (Au,v) ¥ () dr — /0 (Au, AV) o (1) de
T
7/0 (¢ (u)-Vu,v)y (r)dt+ (u(0),v). (3.16)

On the other hand, if we take the inner product of (3.2) with v then integrate in time with
we obtain

/0 (u™,v) (t)dt:—/O (Au’",v)w(t)dt—/o (Au™, Av) (1) de
- / (P (CE ™) - V™) ¥ ) (1) i+ (0 ).

Passing to the limit as m — oo then yields

T T T
/O (a,v) e (t)dt:—/o (Au,v)w(t)dt—/0 (Au, Av) (1) de
_/o (¢ (u) - Vu,v) 9 (¢)dr + (up, v). (3.17)

By then comparing (3.16) and (3.17), we obtain (u(0) —ug,v) = 0 for all v € H*(T?). Since
H*(T?) is dense in L2(T?), it follows that (u(0) — ug, v) = O forall v € L?(T?). Thus u satisfies
u(0) = ug. Next, we show that weak solutions are unique. Set w = u — v, where u and v are
both weak solutions of calmed KSE (1.3) on the interval [0, 7] with uy = vy. After taking the
difference of the two equations, we then take the action of the difference equation with w,
which yields

1d

3 Il + vl @19)
=—(Aw,w) — ((¢" (u) - V)u,w) + ((¢°(v) - V) v, W)
=—(Aw,w)+ (((¢°(v) =¢" () - V)u,w) = ((¢°(v) - V) W, W)
=N +hL+J;5,

4| wl|7.. Then,

where we have used the Lions—Magenes lemma to write (O,w,w) = %

1
B CIWlE: + ¢ 1AWl
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Also, using the Lipschitz condition (i) of ¢*, (2.7), and Young’s inequality, we have

J2 = (€7 (v) = €7 () - V) u, w)
1€ (V) = € ()« [Vl 2 1wl

<|
<Vl 2 1wz

2 3 1
< C[Vul|z [V + C[[Vul| 2 ||W||Zz 1AWl

< ¢ (I9ulls + IVl ) Wl + £ AwEs
and, finally,

J3:=—=((C°(v)- V)w,w)
<€ (v) [ w2

< (e w15 (IIAW”i)

< CICE i IWI + IIAWIILz

From the above estimates, we obtain
d 2 2 ¢ et 2
SIW @I + 1AW @ < € (14 [Vl + [9ulf + 16w ) Iw )]

4 4
We observe that Ky (1) = C(1 4 ||Vul[2 + | Vu||}, +[|¢||/~ ) is integrable on [0, 7]. Thus we
conclude, recalling thatw =u —v,

T
Iw (I3 < fIwoll exp ( | <r>dr). (3.19)
0

Therefore solutions to (1.3) are unique. If we now integrate (3.18) on the interval [0,7] and
apply estimate (3.19), we obtain

T T t
/ | Aw (£)][7, dr < (/ K, () exp (/ K (s)ds)dt) [woll7» (3.20)
0 0 0

From estimates (3.19) and (3.20) we conclude that solutions depend continuously on the initial
data in L>°(0, T;L*(T?)) N L?(0, T; H*(T?)).
O

4. Higher-order regularity of solutions

In this section, we only work formally, but the results can be made rigorous by using, e.g. the
Galerkin method. We will show that the regularity of a weak solution u to (1.3) is dependent
on the regularity of the calming function ¢ and the initial data uy.
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Remark 4.1. It seems likely that higher-order regularity (mm > 2) also holds, but we do not
pursue such matters here.

Proof of theorem 1.7. We first show the case m=1. We take the (formal) inner product
of (1.3) with —Au and integrate by parts to obtain

(O, —Au) — ((¢° (n) - V)u,Au) — (Au, Au) — (A%u, Au) =0

which we will rewrite as

L a9 8wl = (€ () V) w). Aw) — (Vu.VAw)

[Vu :
=((¢°(u)-V)u,Au) — (Vu,VAu).

Thus, we obtain

1d 2 2
2 [Vullz. +[[VAul|;
<€ () V|2 [Au| 2 + [[Vul| 2 [V A
3 1
<€ e VUl 22 [[VAU] 2 + ([ Vull 2 [V A 2

3 et 1 2 3 2
< (et +3) Ivull + 3 1920,
This estimate can then be rewritten as
d 1 3. et
—IVullf 4+ 5 1V AUl < (5 1¢CNE= + 1) 1 Vull @.1)
dr 2 2
Then, by Gronwall’s inequality,

2 2 3 € %
IVu(@llz: < [Vuollzzexp { S211¢° 2~ +1

<[V

2 3 € %
12 €Xp ET”C i +T (4.2)
Now, after integrating (4.1) on the interval [0, 7] and applying estimate (4.2), it follows that

2, dr <2||Vu|

T 3 8
[ 1vsu) e (371 +7). @3
0

Thus, u € L*(0,T; H*(T?)) N L>=(0, T; H' (T?)) whenever uy € H'(T?).
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The case m = 2 proceeds in a similar way. We take the inner product with /A”u, then use (2.5)
to obtain

1d

3 1wl + [ A%l
!@mA2H+K6 )-V)u,A%u)|
imﬂ@+ Wvﬂy+m<>mwvwﬁwvﬂu
1
immm+ Wﬁwb+cwmwvﬂy+ A%l
1

4

wmwy+|m%m+cmﬂyﬂmmﬁmw3+nA%m, (44)

1 2
C(llall 2 [[ul[) IVl [[Val[ + HN“HU

in which we have used elliptic regularity and the mean-free condition of Vu to write || Vu||i4

<
C||/Aulj},. Similar to the case m=1, this estimate reveals that u e L>(0,T;H(T2)) N
L2(0,T; H*(T?)) whenever uy € H*(T?). O

5. Convergence to Kuramoto-Sivashinsky Solutions

It is known that, for any initial data uy € L*(T?), solutions to 2D KSE exist and are unique in
C([0,T]; L*(T?)) N L*(0, T; H*(T?)) for some (possibly only small) T > 0 (see, e.g. [5, 17]). In
this section we show that as € — 0, solutions u® of the calmed KSE (1.3) converge to solutions
u of KSE (1.2) prior to its potential blowup time. For this result, it seems necessary that our
calming function ¢° satisfies Condition (iii) of definition 1.3. Indeed, if one wants to show that
(¢°(u®) - V)u® — (u-V)u in some sense as ¢ — 0, then one expects that at least (“(x) — x
as € — 0. We do not find this imposition to be restrictive, as our example choices for {* satisfy
this condition, as seen in proposition 1.4.

In order to prove theorem 1.8, we need the following abstract bootstrapping/continuity argu-
ment (see, e.g. [60, p 20]).

Remark 5.1. It was pointed out by one of the anonymous referees that to prove theorem 1.8,
one can avoid the abstractness of lemma 5.2 by employing more elementary means based on
nonlinear Gronwall-type arguments. However, for the sake of brevity, we use lemma 5.2.

Lemma 5.2. Let T> 0. Assume that two statements C(t) and H(t) with t € [0,T] satisfy the
following conditions:

(a) If H(t) holds for some t € [0, T, then C(t) holds for the same t;

(b) If C(t) holds for some ty € [0,T], then H(t) holds for t in a neighbourhood of ty;
(c) If C(t) holds for t,, € [0,T] and t,, — t, then C(t) holds;

(d) H(t) holds for at least one 1, € [0,T].

Then C(t) holds for all t € [0,T].
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Proof of theorem 1.8. Set
we:=u‘"—u
and take the difference between (1.3) and (1.2) to obtain
OWE + AW + A’wE = — (¢ (u°) - V)u® + (u-V)u.
Testing each side by w® we obtain, after integration by parts,
d 2 2 2
3 Wl + 1AW = VWl + N, (5.1)
where N is given by
N::—/Tz((CE(uE)-V)ue—(u-V)u)-wde.
By inequality (2.3),
19w < 5 1AW I + 5 1wl 5.2
Inserting (5.2) in (5.1) yields
d oo €2 €2
g Wl + AWl < lwellz: + 2. (5.3)
N can be written as

V== [ @) e ) v)w e wax— [ (¢ v)wwa

T2

—/ <<ce<u€>—¢6<u>>-v>u~wﬁdx—/ ((¢° (W) — ) - V)u-wedx.
Tz

T2

Using the Lipschitz property of ¢¢ and (1.6), we see that N is bounded by
< [ 1¢fw) >||Vw\|w|dx+/ 6 ) 7w Jw]
+ 167 W) = vul e [ ¢ ) —ul ] dx.
g/ lwe|? |Vw€|dx+/ [u| |[Vwe||we| dx
T2 T2

+/ lwe|*|Vul dx+Cea/ lu)” | Vul|we| dx.
T2 T2

=N; + N, + N3+ Ny.
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These terms can be bounded as follows. By Holder’s inequality and (2.7), we obtain

3
2
12

2 1 1 1
My < W IR e < € (w5 + Wl AW ) e s Aawe s

s 1 2
= CHWGHZZ HAW6H22 + C w2 [|AW| 12
10

<Cwel 2 +Clwellfs + — [ AWl (5.4)

=y
16
and, using similar estimates along with (2.6),
N < [l [wE e[ VW
< Cllulls (Il 92 128w 55 ) e 25w
= Clullz Wl 1AW + Cllu o [ AW

8
3 2 2, L 2
< (Il + s ) el + g AWl 6:3)

and also, by (2.7),
2 2 3 i
N3 < [Vl (w7 < ClI Va2 [[we |72 + Cl[ V| 2 [[we| 2 ([ AwE|
4 2 1 2
< C(IVull + IVl ) w5 + 1 1w (56)
Finally, by Agmon’s inequality,
Ny < Ce* [w| 2 [[ull 7= || Va2
8 8 1 1
< Ce® w2 ([l 2 lull g [[allz ([ Aull
8 8 8 1 1
< Ce® [|we| 2 [ul| 2 (Ilullfz + IIAHIIZz> [allf [ Au];,

12

+l 1 é+% §+l c
= (el sl + ce il sulE Y el 5)
We now insert the bounds for N in (5.1) to obtain the following,
d .2 2
ar ||W ||L2 + ||Aw ||L2
6 a2 " L
< 12 1AW 3 + Cllwellf: + C lwell
8 2 4 en2
+C (1 llull s+l + Vull: + a2 ) w7
P +1 1 a E+l ﬁ_i_l c
+c(e a2 Al + e a5 A 2)||w e 68

10
Due to the presence of the terms ||w<||, and [|w€||,3 , we cannot apply Gronwall’s inequality
directly. However, since ||w¢||;2 is supposed to be small, these terms are not ‘bad’ and are even

18
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smaller than ||w¢||2,. We just need to apply a bootstrapping argument, as stated in lemma 5.2.
Denote by H(#) with ¢ € [0, 7] the statement that

[we (D) |l < 1
and by C(7) the statement that
[we (1) [l < PB(T) e < 3,

where A(¢) and B(¢) are defined as in (5.11) and (5.12) below and ¢ is taken to be sufficiently
small such that
T a 1
ADB(T) e < .
Clearly, C(¢) is a stronger statement than H(¢), and thus (b) of lemma 5.2 holds. When the
solutions are regular enough, then ||w¢(¢)||;> is continuous in time. Indeed, this regularity is
given by condition 1.7 and definition 1.5 and thus (c) of lemma 5.2 holds. For t =0, ||w¢(7)|| .2

is zero and thus (d) of lemma 5.2 holds. In order to apply lemma 5.2, it remains to verify (a).
That is, if H(¢) holds for some 7 € [0, T], namely

Iwe () 2 < 1,
then C(¢) holds at the same ¢, namely

lwe (1) |2 < PB(T) e < 3.
We assume that, for some 7 € [0, 7],

[we (1) 2 < 1 (5.9)

and then show that (5.9) leads to a desired smaller bound at this same 7. Now we replace [|w* |},
10

and ||w€ ||g by ||w€[|Z, in (5.8), remove the higher-order diffusive terms, and eliminate || w¢|| 2
from each term to obtain

d € 8 2 3 €
Wl < € (1l + 1wl + 1Vl + [ Ful) w2

B+L 1 E+L E+L
B8 | Aullh + [l £ Au )

+ Ce® <|u|

in which we also use the fact that & ||w* Hiz =2lwe| 2 & W] - 8
Due to the regularity assumption on u in 1.7, the terms C(1 + |Ju|}, + [lu[|7. + || Vu]2 +
4 1 1
[Vul|;,) and ||u||f2+° | Aul|;, are integrable for 5 > 0. Furthermore, for 5 < 3, g +1<2and

B4l B4l
thus ||ul] L22+2 [|Au|| L22+2 is integrable. It then follows from Grénwall’s inequality that

[we (1) |2 < O w(0) ||;2 + VB (1) @ < ADB(T) €, (5.10)
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where we have used the fact that the initial difference w*(0) = 0 and have written

4 8 4
A(r) = C/ (1 +lull;, + a7 + [ Vall. + IIVullzz) ds, (5.11)
0
4 1 1 B 1 Bl
B(1) ::c/ (||u||fj2 | Aul|Z, + a2 "2 ||Au||gf2> ds. (5.12)
0

By taking e sufficiently small, from (5.10) we deduce that any
t € [0, 7] which satisfies

[we (D) [l < 1.

must also satisfy
[we (1) |2 < DB(T) e < L.

Thus the bootstrapping argument holds, and we conclude as claimed that for all r < 7,
[[we (1)

where K, = ¢*(T)B(T) depends on T, u, and (. In particular, u¢ — u in L>(0,T;L?*(T?)) as
e — 0T. Next, integrate (5.8) for all 7 € [0, 7] (again replacing ||w* ||i2 by ||w* ||12‘2) to obtain

o M5
1o ] Iawiar

T s .
<c / (1 il + Il + Vil + 97w ) e e

|2 < Kpe® (5.13)

T
« B+1 1 841 L4l €
e [ (1l il + ol 1sul ) el
In which we are again using the fact that w¢(0) = 0. Applying (5.11)—(5.13) then yields

T

16 16

/ | AW |7, dr < oA K3e* + T Kye*®. (5.14)
0

For K3 = {8A(T)K3 + 18 B(T)K (again only depending on T, |[ul| < (0, 7.22), ||/l 2(0,7:#2), and
(), we obtain

1
AW 20,7:2) < K3 €. (5.15)
Finally, we use an interpolation inequality:

Wl 20,7:02) < ClIWE [ 20,752) + CIAW | 20,7312
<

1 € €
CT2[|We| < 0,1;22) + CIIAW | 20,7312
C

1
<C(THa+Kj) e
< Kqe®, (5.16)
| 1
where K4 = C(T2K> + K3 ). Thus we see that u® — uin L*(0,7; H*(T?)) as € — 0. O

20
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Corollary 5.3. Consider the calming functions ¢ as described in (1.4). Let u,u® be as in the
statement of theorem 1.8 with the same initial data, where u€ is determined by {;, i = 1,2, or
3. Then for T < T*, there exists K] > 0 independent of € such that

(1) For ¢ =5,

[0 —ul[ o 0,7.2) < K7, (5.17)
(2) For ¢“ = (3,

([ = ul|po0 (0,7:12) < Kp€?, (5.18)
(3) For ¢* =5,

[0 — | 0,7:22) < K3€ (5.19)
Proof. The proof follows immediately from theorem 1.8 and proposition 1.4. O

6. The scalar form
Here we investigate the scalar formulation (1.5). The analysis is similar to the analysis of (1.3),
so we only briefly present formal energy estimates.

For the sake of brevity, we work formally rather than rigorously. However, the proof below
can be made rigorous, e.g. via the use of Galerkin methods as in the proof of theorem 1.6.

Proof of theorem 1.11. Take a (formal) inner product of (1.5a) with ¢ and integrate by parts
to obtain

1d

53 1011 + 12015 = —(A6,0) = (56 (V) - Ve, 6). 6.1)

Using (2.3), Holder’s, and Young’s inequality,

1
(3¢°(V¢) - V,0)[ < S I N VO .2 12

€ % 2 1 2
<CIC 91 + 1 12801

thus we obtain from (6.1) the estimate

d 2 A 2 € % 2
g ol + 1801 < (2+ClCClL~ ) 1912 - (6.2)
Hence from Gronwall’s inequality, dropping the second term in (6.2), we obtain

16 (D)z2 < €T llollz2, (6.3)

21
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4
where K. = (2+ C||¢¢||} ). Hence ¢ € L>°(0,T;L?(T?)). Next, we integrate (6.2) in time on
the interval [0,7] and drop any unnecessary terms:

T T
1 2 2 2
/f||A¢HLz</ K. 16 (1) 2 de -+ 6ol
0 2 0
r 2 2
< [ KTt + ool
0
= (K TeKT 1) || o] 72 - 6.4)

Therefore ¢ € L>(0,T;L*(T?)) NL*(0, T; H*(T?)). Now we obtain estimates on J;¢: For any
Y € L2(0,T; H*(T?)),

T
(81, )| = ‘/0 D6

/OT (ic (Vo) v¢> ¢dt+/0T(A¢)¢dt+/0T(A¢)A¢dt

1 [T . T T
<3 [e@onmolwias [ 1soiacs [ aslisvia

1 €
<3 1€Moo IV N2 00,7322y 190Nl 220, 7522)
F 1A 20,72y 12 0,722y + 12 20,752 | A% 120,712

L e
< (167 10 ey + 206 Doz ) Wl 65)

It follows from Estimate (6.4) that [8;¢||12(0,7,m—2) < 00, hence 8¢ € L*(0,T;H*(T?)).
From this we deduce that a solution ¢ to (1.5) exists, with

¢ € C(0,T;L* (T?)) NL* (0,T;H* (T?)).

Now, let ¢ and v be two solutions to (1.5) with ¢(0) = ¢(0) = ¢o. Let § = ¢ — ). Then §
satisfies the equation

DO+ N2 = A5+ ¢ (V) -V — ¢ (Vo) - Vo (6.6)
with §(0) = 0. We can then rewrite the nonlinear term as

¢ (V) - Vi =(°(V9) - Vo = (¢ (V) = (V) - Vi — ¢ (V) - V6. (6.7)

We now insert (6.7) into (6.6) and apply integration by parts to obtain

d
3 161 + 18312,
< I(86.8)| + (5 (V) ~ ¢ (V6))- V. d)] + (¢ (V9) - V5.8)|. (68)

22
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Handling the first term is straightforward. For the second term, we use Condition (i) of defin-
ition 1.3, Holder’s, (2.5), and Young’s inequality to obtain

[((C° (V) =€ (V) - Vi, 6)]
<€ (V) = ¢ (V)| + IV |
<AV 161l 1V 4

< CIVE I 1815 1815 195115 195115
< IVl 1815 (1615 + 18115 ) 19611 14311

22 161l

SCIVPII 16112 [V 2 (120122
+CIVY 2 1011 [1V6ll 2 1461122

< CIV 2 101172 120112
+CIVE 2 101 2 1 A0 2

8 1
<C(IVw i+ IV915) 1613 + ¢ A3 (69)

In the third term, we apply condition (ii) of definition 1.3, use Young’s inequality, and use
interpolation inequalities to obtain

(€7 (V@) - V8,0)| < Il 1Vl [191] 2
<€ e 161122 A6 22
e} 1
< CIC 2 1181172 + ¢ 120117 (6.10)

After inserting (6.9) and (6.10) into (6.8) and rearranging the terms, the inequality becomes

d o2 2 g 2 e} 2
SIS+ 12815 < € (1 IVl + V8 I + ¢ ) 19 @11
Then applying Gronwall’s inequality, we obtain

16(1) — % (D72 < KD || yg — ol 32, 6.12)

~ 4
where K(T) = fOTl—l- IV (D)7 + [|C°||j . Since 1 € L2(0,T;HA(T?)), and ¢° is
bounded, I?I(T) < 00. So ¢(r) = () for all z € [0,7], hence solutions to (1.5) are unique.
Now, we integrate (6.11) on the interval [0, 7] and apply (6.12), which yields

T
/O 186 (1) — A (][ dr < Kol o — o2 6.13)

for some K, which depends on T, || V4)(1)||,2, and [|¢€]|, . From estimates (6.12) and (6.13)
we conclude that solutions depend continuously on the initial data in L>°(0,7;L*(T?)) N
2(0,T: H2(T2)).

O

Here, we will show the convergences of solutions to (1.5) to that of (1.1) as ¢ — 0. This
proof has only minor variations from the proof of theorem 1.8.
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Proof of theorem 1.12. We set 6¢ = ¢ — ¢° take the difference between (1.1) and (1.5a), and
take the inner product with §¢. to obtain

S 10+ D2 < 161 +Ny + Mo+ N+ N (6.14)
where
Ny = (¢ (V) = ¢ (V) - V6,69 < CIIo°]7: + > IIMCIIfz ;
Ny = [((¢5(V6°) — ¢ (V9)) - V.69 < C6] . IIA¢|\L2 1617 + 2 ”A(SE”L? ;
N5 =1(¢" (V6) - V5°,6 < Cllgll s 10 I 16 + 1 1 A6
and
Na= (¢ (V) = V6)- V. 5°)
<cer [ [vo 5 ox
< Ce* [V 552 116
Applying the Sobolev inequality, we deduce that
19125 < CIVall: 196l < Cllol sl
Inserting our bounds for each N; into (6.14) and rearranging then yields
0N + g A5 < s + 16U + Ce o o 197
+C(IBIE 1815+ I 1L 18615) 1015 ©.15)
Now we apply the ansatz
16902 <1
to obtain the bound
16022 < 116°)17:

We apply this estimate to (6.15) and eliminate ||6¢||,. from each term to obtain

d € B+3
g 1911z \CII¢||L2H¢>|I Pe®
2 6 1 3
+ (1 10IL NASIE + 181146 15) 16, ©16)
The term
2 6 1 3
L[l 1Ao7 + 1ol 1201
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1 1
is always integrable and the term [|¢ ||/, || || H2+2 is integrable for 3 € [1,3]. It now follows
from Gronwall’s inequality that

16°(1)l1,2 < X115 (0) 2 + e B (1) e* < A TB(T) €, (6.17)
using the fact that §(0) = 0, and with
! 2 6 1 3
A(r) = C/ L+l 118615+l 1Ae |2 ds,
0

B+3
&1, * ds.

! 1
B0 =C [ 9l
0
By taking e sufficiently small, we have forall 0 <7< T
16° ()2 < 1.
It follows from a bootstrapping argument that
16°(2) | = 0,722y < €*PB(T) €. (6.18)

Now we integrate (6.15) on [0, 7], again using that ||6° ||22 < |6¢ ||iz, and apply to obtain

T 2
/ 1862, dr < Ce®B(T) DB (T) e + A(T) (eA(T)B(T) ea)
0
< K(T)* e, (6.19)

where

Therefore we obtain

162073ty < (TeA(T)B(T) n K(T)) €. (6.20)

7. Computational results

In this section, we examine the calmed KSEs computationally via several simulations, where
the calming function ¢¢ = ¢} is described in (1.4). We include snapshots of the evolution of
solutions for the different choices of ¢ in figure 1, and for different choices of ¢ in figure 2(we
show results for €5 only for the sake of brevity; | and ¢ yielded qualitatively similar results).
The former illustrates the different effects of the choice of € on the dynamics, while the latter
indicates the uniform convergence of u® to u.

In addition, we examine convergence rates in L>°(0, T;L?), L*°(0,T;L>°), and L*(0, T; H?)
for ¢ (figure 3), ¢5 (figure 4), and ¢5 (figure 5) with initial data (7.2) as € — 0T (for simplicity,
we set T'= 1, since with all our initial data, solutions to KSE appear to be quite stable on [0, 1]).
We find that the powers on the L> (0, T;L?) and L?(0, T; H*) convergence rates in corollary 5.3
appear to be sharp.
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(A) Type 1 (B) Type 2 (c) Type 3 (D) KSE

Figure 1. Solutions to calmed KSE of each type compared with a solution to KSE at
time r =2, with e =0.1, A=4.1, and uy given by (7.2).

Finally, in figures 6-8 we check the robustness of the convergence with respect to larger
initial data (7.3) for {7, ¢5, and ¢5. In comparing initial data (7.2) with (7.3), we find very
little qualitative variation in the error rates, indicating that changes in initial data will only
marginally change the error between solutions to KSE and solutions to calmed KSE for € >0
sufficiently small.

71. Numerical methods

All computations were done in Matlab (R2021a) using pseudo-spectral methods with the
standard 2/3’s dealiasing for the nonlinear term. To evolve the system, we used a well-known
modification of the Runge-Kutta-4 time-stepping scheme adapted to handle the linear terms
implicitly via an integrating factor to handle the nonlinear terms implicitly (see, e.g. [29])
with time step At = 4.2943 x 10~* chosen to respect the maximum advective CFL condition
in figures 1-5, with later figures having a rescaled time step At = 1.0736 x 10~*. Our simu-
lations for KSE and cKSE were resolved’ with a spatial mesh of 1282. All computations were
done using the nondimensionalised calmed KSEs,

du+ (¢ (u)- V)u+AAu+A*u =0, (7.1a)
u(x,0) =u (x), (7.1b)
over the periodic domain = [—7,7)? for A > 0.

Throughout this section, a type 1, type 2, or type 3 solution is a solution to calmed KSE
with calming function {7, 5, or €5 respectively.

72. Simulations

Here, we take initial conditions to be

(7.2)

o (x,) = (cos (x+y) +cos (x))

cos (x+y) +cos(y)

7 Note: For the KSEs (calmed or otherwise), even in fairly chaotic regimes, one often does not need especially high
resolution, due to the strong hyperdiffusion term. Moreover, so long as the solution is well-resolved, which we take to
mean that the energy spectrum at the modes higher than the 2/3’s dealiasing cut-off is at or below machine precision
(roughly 2.22 x 10719), increasing the resolution only increases round-off error, due to the additional computations
being performed. Hence, to minimise roundoff error, we purposely chose the fairly low resolution of 1282, although
our higher-resolution tests, not reported here, produced qualitatively similar results.
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(A) e =0.1 (B) e = 0.01 (C) e5 = 0.001 (D) KSE

Figure 2. Column (d) is a solution to KSE (1.2) for t=1,...,5, whereas columns
(a)—(c) are type 3 solutions to calmed KSE (1.3) on the same time interval with € €
{0.1,0.01,0.001}. In this figure, A=4.1 is fixed and initial data uo is given in (7.2).
Viewing the pictures from left to right, we can see that u® — u as ¢ — 0.

and all colour plots seen below are plots of the magnitude [u| = |(u,v)| = vu? + v2. In all plots
of solutions, the horizontal axis corresponds to the y-axis and the vertical axis corresponds to
the x-axis.

Our choice for initial data uy was motivated by the choice of scalar initial data found in [28,
39], and [37]; namely,

¢o (x,y) = sin (x4 y) 4 sin (x) +sin (y).

Hence, we set uy = V¢y.

Though some differences can be seen among the images above, one can see that each type
of calmed KSE solution approximates the overall behaviour of a KSE solution. One can also
observe that the accuracy of the approximation varies by type.

In figure 2 we focus only on type 3 approximations to better illustrate how well calmed
KSE solutions can approximate KSE solutions over time for various choices of e. Indeed,
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Figure 3. Estimates of u—u° vs. € in norms || - || o0 (0,7,2)» || - llzo0 0,7:20¢)» and || -
ll 220,762y at time T =1 with u® a type 1 solution and with initial data given by (7.2).
These estimates show a linear convergence rate.
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Figure 4. Estimates of u —u® vs. € in norms || - ||zec (0,722, || - |zo0 0,720, and || -

l|z2(0,7;m2) at time T'=1 with u a type 2 solution and with initial data given by (7.2).

These estimates show a quadratic convergence rate. Note: for € < 10~ the error in our
simulations was exactly 0, hence it does not appear in this log-log plot.

when viewed from left to right we can observe the convergence of our calmed KSE solutions

to the original KSE solution.
In accordance with corollary 5.3 we see that solutions to calmed KSE corresponding to

calming function ¢ yield a linear convergence rate whereas solutions to calmed KSE corres-
ponding to calming functions ¢5 or €5 yield quadratic convergence rates.
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Figure 5. Estimates of u—u° vs. € in norms || - || o0 (0,7,22)» || - llzo0 (0,7:20¢)» and || -
ll 220,762y at time T =1 with u® a type 3 solution and with initial data given by (7.2).
These estimates show a quadratic convergence rate.

For additional testing, we choose initial data with higher oscillation and higher magnitude,

(7.3)

o (x,) = (4 (cos(x+y) +sin (3x))> ,

4 (cos (x+y) +cos(4y))

and examine the convergence rates for each solution type. For each convergence test, we have
the fixed parameters N =128, T =1, and A =4.1.

We observe that even with larger choice of initial data, figures 6—8 remain qualitatively
similar to figures 3-5. This computational result is again in accordance with corollary 5.3.

8. Conclusions

We introduced new modifications of the 2D KSE, in both scalar and vector forms, with a
‘calming-parameter’ € > 0 that we call the ‘calmed KSE, and proved that associated PDEs
are globally well-posed in the sense of Hadamard. Moreover, we proved that, under suitable
conditions on the calming function ¢°, that (on the time interval of existence and uniqueness
of solutions to the KSE) the solutions of the calmed equation converge to solutions of the KSE
as € — 07T at a certain algebraic rate. Moreover, our computational simulations indicate that
this rate is sharp. To the best of our knowledge, this is the first globally well-posed PDE model
whose solutions approximate solutions to the 2D KSE with arbitrary precision, at least before
the potential blow-up time of the latter.

In addition, we note that this ‘calming’ technique can be applied to a wide variety of other
equations, which we will investigate in several forthcoming works. In particular, in [16], we
consider applications of calming to the 3D NSE:s.
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Figure 6. Estimates of u—u° vs. € in norms || - || o0 (0,7,2)» || - l|zo0 0,7:20¢)» and || -
lz2 (0,712 at time T =1 with u* a type 1 solution and with initial data given by (7.3).
These estimates show a linear convergence rate.
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Figure 7. Estimates of u—u® vs. € in norms || - |[zec (0, 7522y, || - ||z 0,750y, and || -

lz2 (0,772 at time T = 1 with u* a type 2 solution and with initial data given by (7.3).
These estimates show a quadratic convergence rate. Note: for e < 1077, the error in our
simulations was exactly 0, hence it does not appear in this log-log plot.
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Figure 8. Estimates of u—u‘ vs. € in norms || - || o0 (0,7,22)» || - l|zo0 (0,7:20¢)» and || -
llz2(0,7:62) at time T =1 with u® a type 3 solution and with initial data given by (7.3).
These estimates show a quadratic convergence.

Data availability statement

The data that support the findings of this study are openly available at the following URL/DOI:
https://github.com/menlow2/KSE_code/tree/main [64].

Acknowledgment

The authors would like to thank Professor Huy Nguyen for helpful discussions. A L would
like to thank the Isaac Newton Institute for Mathematical Sciences, Cambridge, for support
and warm hospitality during the programme ‘Mathematical aspects of turbulence: where do we
stand?” where work on this paper was undertaken. This work was supported by EPSRC Grant
No EP/R014604/1. M E and A L were partially supported by NSF Grant Nos DMS 2206762
and CMMI 1953346. A L was also supported USGS Grant No. G23AC00156-01. ] W was
partially supported by NSF Grant DMS 2104682 and the AT&T Foundation at Oklahoma
State University.

ORCID iD

Adam Larios @ https://orcid.org/0000-0001-8066-1439

References

[1] Ambrose D M and Mazzucato A L 2018 Global existence and analyticity for the 2D Kuramoto—
Sivashinsky equation J. Dyn. Differ. Equ. 31 1525-47

[2] Ambrose D M and Mazzucato A L 2021 Global solutions of the two-dimensional Kuramoto—
Sivashinsky equation with a linearly growing mode in each direction J. Nonlinear Sci. 31 96

[3] Beale J T, Kato T and Majda A J 1984 Remarks on the breakdown of smooth solutions for the 3-D
Euler equations Commun. Math. Phys. 94 61-66

31


https://github.com/menlow2/KSE_code/tree/main%E2%80%8C
https://orcid.org/0000-0001-8066-1439
https://orcid.org/0000-0001-8066-1439
https://doi.org/10.1007/s10884-018-9656-0
https://doi.org/10.1007/s10884-018-9656-0
https://doi.org/10.1007/s00332-021-09748-8
https://doi.org/10.1007/s00332-021-09748-8
https://doi.org/10.1007/BF01212349
https://doi.org/10.1007/BF01212349

Nonlinearity 37 (2024) 115019 M Enlow et al

[4] Benachour S, Kukavica I, Rusin W and Ziane M 2014 Anisotropic estimates for the two-
dimensional Kuramoto—Sivashinsky equation J. Dyn. Differ. Equ. 26 461-76
[5] Biswas A and Swanson D 2007 Existence and generalized Gevrey regularity of solutions to the
Kuramoto-Sivashinsky equation in R" J. Differ. Equ. 240 145-63
[6] Cao Y and Titi E S 2006 Trivial stationary solutions to the Kuramoto—Sivashinsky and certain
nonlinear elliptic equations J. Differ. Equ. 231 755-67
[7] Caraballo T, Real J and Kloeden P E 2006 Unique strong solutions and V-attractors of a
three dimensional system of globally modified Navier-Stokes equations Adv. Nonlinear Stud.
6411-36
[8] Chai X and Duan Y 2019 Finite-dimensional global attractor for globally modified Navier—Stokes
equations with fractional dissipation Ann. Polon. Math. 122 101-28
[9] Collet P, Eckmann J-P, Epstein H and Stubbe J 1993 Analyticity for the Kuramoto—Sivashinsky
equation Physica D 67 321-6
[10] Collet P, Eckmann J-P, Epstein H and Stubbe J 1993 A global attracting set for the Kuramoto—
Sivashinsky equation Commun. Math. Phys. 152 203-14
[11] Constantin P, Foias C, Nicolaenko B and Temam R 1989 Integral Manifolds and Inertial Manifolds
for Dissipative Partial Differential Equations (Applied Mathematical Sciences vol 70) (Springer)
[12] Constantin P, Foias C, Nicolaenko B and Temam R 1989 Spectral barriers and inertial manifolds
for dissipative partial differential equations J. Dyn. Differ. Equ. 1 45-73
[13] Coti-Zelati M, Dolce M, Feng Y and Mazzucato A L 2021 Global existence for the two-dimensional
Kuramoto—Sivashinsky equation with a shear flow J. Evol. Equ. 21 5079-99
[14] Deugoué G and Tachim Medjo T 2018 The stochastic 3D globally modified Navier—Stokes
equations: existence, uniqueness and asymptotic behavior Commun. Pure Appl. Anal.
17 2593-621
[15] Duraisamy K, Iaccarino G and Xiao H 2019 Turbulence modeling in the age of data Annu. Rev.
Fluid Mech. 51 357-77
[16] Enlow M, Larios A and Wu J 2024 Calmed 3D Navier—Stokes Equations: Global Well-
Posedness, Energy Identities, Global Attractors, and Convergence J. Nonlin. Sci.
accepted
[17] Feng Y and Mazzucato A L 2021 Global existence for the two-dimensional Kuramoto—Sivashinsky
equation with advection Commun. PDE 47 279-306
[18] Foias C, Nicolaenko B, Sell G R and Temam R 1985 Variétés inertielles pour 1’équation de
Kuramoto-Sivashinski C. R. Acad. Sci. Paris Sér. [ Math. 301 285-8
[19] Foias C, Sell G R and Temam R 1985 Variétés inertielles des équations différentielles dissipatives
C. R. Acad. Sci. Paris Sér. [ Math. 301 139-41
[20] Foias C, Sell G R and Titi E S 1989 Exponential tracking and approximation of inertial manifolds
for dissipative nonlinear equations J. Dyn. Differ. Equ. 1 199-244
[21] Galaktionov V A, Mitidieri E and Pokhozhaev S I 2008 Existence and nonexistence of global solu-
tions of the Kuramoto—Sivashinsky equation Dokl. Akad. Nauk 419 439-42
[22] Goluskin D and Fantuzzi G 2019 Bounds on mean energy in the Kuramoto—Sivashinsky equation
computed using semidefinite programming Nonlinearity 32 1705-30
[23] Goodman J 1994 Stability of the Kuramoto—Sivashinsky and related systems Commun. Pure Appl.
Math. 47 293-306
[24] Gruji¢ Z 2000 Spatial analyticity on the global attractor for the Kuramoto—Sivashinsky equation J.
Dyn. Differ. Equ. 12 217-28
[25] Guo Boling S F 1993 The global attractors for the periodic initial value problem of generalized
Kuramoto—Sivashinsky type equations in multi-dimensions J. PDE 6 217-36
[26] Hyman J M and Nicolaenko B 1986 The Kuramoto—Sivashinsky equation: a bridge between PDEs
and dynamical systems Physica D 18 113-26
[27] II’yashenko J S 1992 Global analysis of the phase portrait for the Kuramoto—Sivashinsky equation
J. Dyn. Differ. Equ. 4 585-615
[28] Kalogirou A, Keaveny E E and Papageorgiou D T 2015 An in-depth numerical study of the two-
dimensional Kuramoto-Sivashinsky equation Proc. R. Soc. A 471 20140932
[29] Kassam A-K and Trefethen L N 2005 Fourth-order time-stepping for stiff PDEs SIAM J. Sci.
Comput. 26 1214-33
[30] Kloeden P E, Langa J A and Real J 2007 Pullback V-attractors of the 3-dimensional globally mod-
ified Navier—Stokes equations Commun. Pure Appl. Anal. 6 937-55

32


https://doi.org/10.1007/s10884-014-9372-3
https://doi.org/10.1007/s10884-014-9372-3
https://doi.org/10.1016/j.jde.2007.05.022
https://doi.org/10.1016/j.jde.2007.05.022
https://doi.org/10.1016/j.jde.2006.08.002
https://doi.org/10.1016/j.jde.2006.08.002
https://doi.org/10.1515/ans-2006-0304
https://doi.org/10.1515/ans-2006-0304
https://doi.org/10.4064/ap180616-29-10
https://doi.org/10.4064/ap180616-29-10
https://doi.org/10.1016/0167-2789(93)90168-Z
https://doi.org/10.1016/0167-2789(93)90168-Z
https://doi.org/10.1007/BF02097064
https://doi.org/10.1007/BF02097064
https://doi.org/10.1007/BF01048790
https://doi.org/10.1007/BF01048790
https://doi.org/10.1007/s00028-021-00752-9
https://doi.org/10.1007/s00028-021-00752-9
https://doi.org/10.3934/cpaa.2018123
https://doi.org/10.3934/cpaa.2018123
https://doi.org/10.1146/annurev-fluid-010518-040547
https://doi.org/10.1146/annurev-fluid-010518-040547
https://doi.org/10.1080/03605302.2021.1975131
https://doi.org/10.1080/03605302.2021.1975131
https://doi.org/10.1007/BF01047831
https://doi.org/10.1007/BF01047831
https://doi.org/10.1088/1361-6544/ab018b
https://doi.org/10.1088/1361-6544/ab018b
https://doi.org/10.1002/cpa.3160470304
https://doi.org/10.1002/cpa.3160470304
https://doi.org/10.1023/A:1009002920348
https://doi.org/10.1023/A:1009002920348
https://doi.org/10.1016/0167-2789(86)90166-1
https://doi.org/10.1016/0167-2789(86)90166-1
https://doi.org/10.1007/BF01048261
https://doi.org/10.1007/BF01048261
https://doi.org/10.1098/rspa.2014.0932
https://doi.org/10.1098/rspa.2014.0932
https://doi.org/10.1137/S1064827502410633
https://doi.org/10.1137/S1064827502410633
https://doi.org/10.3934/cpaa.2007.6.937
https://doi.org/10.3934/cpaa.2007.6.937

Nonlinearity 37 (2024) 115019 M Enlow et al

[31] Kloeden P E, Marin-Rubio P and Real J 2009 Equivalence of invariant measures and stationary
statistical solutions for the autonomous globally modified Navier—Stokes equations Commun.
Pure Appl. Anal. 8 785-802

[32] Kostianko A, Titi E and Zelik S 2018 Large dispersion, averaging and attractors: three 1d paradigms
Nonlinearity 31 R317

[33] Kukavica I and Massatt D 2023 On the global existence for the Kuramoto—Sivashinsky equation J.
Dyn. Differ. Equ. 35 69-85

[34] Kuramoto Y and Tsuzuki T 1975 On the formation of dissipative structures in reaction-diffusion
systems Prog. Theor. Phys. 54 687-99

[35] Kuramoto Y and Tsuzuki T 1976 Persistent propagation of concentration waves in dissipative media
far from equilibrium Prog. Theor. Phys. 55 365-9

[36] Ladyzhenskaya O A 1968 On modifications of Navier—Stokes equations for large gradients of velo-
cities Zap. Nauchn. Sem. POMI 7 126-54

[37] Larios A, Rahman M M and Yamazaki K 2022 Regularity criteria for the Kuramoto—Sivashinsky
equation in dimensions two and three J. Nonlinear Sci. 32 1-33

[38] Larios A and Titi E S 2016 Global regularity versus finite-time singularities: some paradigms on
the effect of boundary conditions and certain perturbations Recent Progress in the Theory of the
Euler and Navier—Stokes Equations vol 430 (Cambridge University Press) pp 96-125

[39] Larios A and Yamazaki K 2020 On the well-posedness of an anisotropically-reduced two-
dimensional Kuramoto—Sivashinsky equation Physica D 411 132560

[40] Marin-Rubio P, Marquez-Durdn A M and Real J 2011 Pullback attractors for globally modified
Navier—Stokes equations with infinite delays Discrete Contin. Dyn. Syst. 31 779-96

[41] Massatt D 2022 On the well-posedness of the anisotropically-reduced two-dimensional Kuramoto—
Sivashinsky equation Discrete Contin. Dyn. Syst. B 27 6023

[42] Michelson D M and Sivashinsky G I 1977 Nonlinear analysis of hydrodynamic instability in laminar
flames—II. Numerical experiments Acta Astronaut. 4 1207-21

[43] Misbah C and Valance A 1994 Secondary instabilities in the stabilized Kuramoto—Sivashinsky
equation Phys. Rev. E 49 166

[44] Molinet L 2000 A bounded global absorbing set for the Burgers-Sivashinsky equation in space
dimension two C. R. Acad. Sci. Paris Sér. I Math. 330 635-40

[45] Molinet L 2000 Local dissipativity in L? for the Kuramoto—Sivashinsky equation in spatial dimen-
sion 2 J. Dyn. Differ. Equ. 12 533-56

[46] Nicolaenko B and Scheurer B 1984 Remarks on the Kuramoto—Sivashinsky equation Physica D
12 391-5

[47] Nicolaenko B, Scheurer B and Temam R 1985 Some global dynamical properties of the Kuramoto—
Sivashinsky equations: nonlinear stability and attractors Physica D 16 155-83

[48] Nicolaenko B, Scheurer B and Temam R 1986 Attractors for the Kuramoto—Sivashinsky equations
Nonlinear Systems of Partial Differential Equations in Applied Mathematics, Part 2 (Santa Fe,
N.M., 1984) (Lectures in Appl. Math. vol 23) (American Mathematical Society) pp 149-70

[49] Papageorgiou D T and Smyrlis Y S 1991 The route to chaos for the Kuramoto—Sivashinsky equation
Theor. Comput. Fluid Dyn. 3 15-42

[50] Pokhozhaev S I 2008 On the blow-up of solutions of the Kuramoto—Sivashinsky equation Math.
Sb. 199 97-106

[51] Robinson J C 2001 Infinite-Dimensional Dynamical Systems (Cambridge Texts in Applied
Mathematics) (Cambridge University Press) An Introduction to Dissipative Parabolic PDEs and
the Theory of Global Attractors

[52] Rodi W 2017 Turbulence Models and Their Application in Hydraulics: A State-of-the-Art Review
(Routledge)

[53] Romito M 2009 The uniqueness of weak solutions of the globally modified Navier—Stokes
equations Adv. Nonlinear Stud. 9 425-7

[54] Sell G R and Taboada M 1992 Local dissipativity and attractors for the Kuramoto—Sivashinsky
equation in thin 2D domains Nonlinear Anal. 18 671-87

[55] Sivashinsky G I 1977 Nonlinear analysis of hydrodynamic instability in laminar flames. L.
Derivation of basic equations Acta Astronaut. 4 1177-206

[56] Sivashinsky G I 1980 On flame propagation under conditions of stoichiometry SIAM J. Appl. Math.
39 67-82

[57] Sivashinsky G I and Michelson D 1980 On irregular wavy flow of a liquid film down a vertical
plane Prog. Theor. Phys. 63 2112-4

33


https://doi.org/10.3934/cpaa.2009.8.785
https://doi.org/10.3934/cpaa.2009.8.785
https://doi.org/10.1088/1361-6544/aae175
https://doi.org/10.1088/1361-6544/aae175
https://doi.org/10.1007/s10884-021-09985-1
https://doi.org/10.1007/s10884-021-09985-1
https://doi.org/10.1143/PTP.54.687
https://doi.org/10.1143/PTP.54.687
https://doi.org/10.1143/PTP.55.356
https://doi.org/10.1143/PTP.55.356
https://doi.org/10.1007/s00332-022-09828-3
https://doi.org/10.1007/s00332-022-09828-3
https://doi.org/10.1016/j.physd.2020.132560
https://doi.org/10.1016/j.physd.2020.132560
https://doi.org/10.3934/dcds.2011.31.779
https://doi.org/10.3934/dcds.2011.31.779
https://doi.org/10.3934/dcdsb.2021305
https://doi.org/10.3934/dcdsb.2021305
https://doi.org/10.1016/0094-5765(77)90097-2
https://doi.org/10.1016/0094-5765(77)90097-2
https://doi.org/10.1103/PhysRevE.49.166
https://doi.org/10.1103/PhysRevE.49.166
https://doi.org/10.1016/S0764-4442(00)00224-X
https://doi.org/10.1016/S0764-4442(00)00224-X
https://doi.org/10.1023/A:1026459527446
https://doi.org/10.1023/A:1026459527446
https://doi.org/10.1016/0167-2789(84)90543-8
https://doi.org/10.1016/0167-2789(84)90543-8
https://doi.org/10.1016/0167-2789(85)90056-9
https://doi.org/10.1016/0167-2789(85)90056-9
https://doi.org/10.1007/BF00271514
https://doi.org/10.1007/BF00271514
https://doi.org/10.1515/ans-2009-0209
https://doi.org/10.1515/ans-2009-0209
https://doi.org/10.1016/0362-546X(92)90006-Z
https://doi.org/10.1016/0362-546X(92)90006-Z
https://doi.org/10.1016/0094-5765(77)90096-0
https://doi.org/10.1016/0094-5765(77)90096-0
https://doi.org/10.1137/0139007
https://doi.org/10.1137/0139007
https://doi.org/10.1143/PTP.63.2112
https://doi.org/10.1143/PTP.63.2112

Nonlinearity 37 (2024) 115019 M Enlow et al

[58] Smagorinsky J 1963 General circulation experiments with the primitive equations: I. The basic
experiment Mon. Weather Rev. 91 99-164

[59] Tadmor E 1986 The well-posedness of the Kuramoto—Sivashinsky equation SIAM J. Math. Anal.
17 884-93

[60] Tao T 2006 Nonlinear dispersive equations : local and global analysis Conf. Board of the
Mathematical Sciences Regional Conference Series in Mathematics (American Mathematical
Society)

[61] Temam R 1997 Infinite-Dimensional Dynamical Systems In Mechanics and Physics (Applied
Mathematical Sciences vol 68) 2nd edn (Springer)

[62] Temam R 2001 Navier-Stokes Equations: Theory and Numerical Analysis (AMS Chelsea
Publishing) Theory and numerical analysis, Reprint of the 1984 edition

[63] Tomlin R J, Kalogirou A and Papageorgiou D T 2018 Nonlinear dynamics of a dispersive aniso-
tropic Kuramoto—Sivashinsky equation in two space dimensions Proc. R. Soc. A 474 20170687

[64] (Available at: https://github.com/menlow2/KSE_code/tree/main)

[65] Yoshida Z and Giga Y 1984 A nonlinear semigroup approach to the Navier—Stokes system
Commun. PDE 9 215-30

[66] Zhang X 2009 A tamed 3D Navier—Stokes equation in uniform C*-domains Nonlinear Anal.
71 3093-112

[67] Zhao C and Yang L 2017 Pullback attractors and invariant measures for the non-autonomous glob-
ally modified Navier—Stokes equations Commun. Math. Sci. 15 1565-80

34


https://doi.org/10.1175/1520-0493(1963)0912.3.CO;2
https://doi.org/10.1175/1520-0493(1963)0912.3.CO;2
https://doi.org/10.1137/0517063
https://doi.org/10.1137/0517063
https://doi.org/10.1098/rspa.2017.0687
https://doi.org/10.1098/rspa.2017.0687
https://github.com/menlow2/KSE_code/tree/main
https://doi.org/10.1080/03605308408820331
https://doi.org/10.1080/03605308408820331
https://doi.org/10.1016/j.na.2009.01.221
https://doi.org/10.1016/j.na.2009.01.221
https://doi.org/10.4310/CMS.2017.v15.n6.a4
https://doi.org/10.4310/CMS.2017.v15.n6.a4

	Algebraic calming for the 2D Kuramoto-Sivashinsky equations
	1. Introduction
	1.1. Main results

	2. Preliminaries
	3. Global well-posedness for calmed KSE
	4. Higher-order regularity of solutions
	5. Convergence to Kuramoto–Sivashinsky Solutions
	6. The scalar form
	7. Computational results
	7.1. Numerical methods
	7.2. Simulations

	8. Conclusions
	References


