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1 Introduction
With the rapid creation of machine learning systems, scientists are better able to understand the large

amounts of data that is being produced on a daily basis around the world. Effective models are needed to
distinguish the signal from the noise of large real-world datasets as individuals attempt to make decisions
from the data they are collecting.

This so-called “big data” provides researchers with a unique opportunity to study complex problems
and human behavior online. However, as a result of social media and other systems, citizens are now
more subjected to propaganda campaigns and other types of misinformation. We have seen that around the
world, various state agencies and other organizations have used propaganda and misinformation to promote
their own candidates or agendas [11]. Since social media and curated news feed have become a prominent
component in the news diet of citizens [6], it is imperative to study how information spread through computer
mediated social systems is affecting national beliefs and opinions.

Increasingly, as news sources become more fragmented and echo chambers become more prolific, it
becomes easier for citizens to become siloed in their thinking and become more susceptible to misinfor-
mation [22]. Because of this, it becomes important to understand the process by which individuals are
persuaded by what they see on social media - and how we can work to educate people to not be deceived by
misinformation.

To study this process, we will summarize an overview of various machine learning algorithms that we
used to understand several research questions in health care and social media. Taken together, this analysis
gives an overview of several different approaches that were used to help understand these questions. From
what we have learned in these models, we will create an additional model to help understand how to educate
social media users to be responsible consumers of online information - which, ideally, will result in less
spreading of misinformation.

The following chapters will summarize the work that we have done to study this problem. First, we
summarize disease prediction algorithms that we have created. Working on these papers were instrumental
in building my understanding of network science and began my foray into dealing with large datasets.
Additionally, related work has been done to model misinformation spread as a virus in an epidemiological
model [73]. Therefore, this work is an important first step on our quest to create new models to show
information spread, even if the data comes from a different domain as my eventual proposal.

1.1 Library adoptions on GitHub
We show how people “adopt,” or learn, new information by showing how Python libraries spread

throughout GitHub projects. Our work summarizes how people on teams work together using new vocabu-
laries (in the form of Python libraries) and eventually become productive after a period of growing pains as
individuals compete over what libraries to use. Similarly, we can think of the spread of new Python libraries
as like the spread of memes used for propaganda - the study of each problem is rooted in the learning, and
adopting, of new terminology and ways of thinking.

1.2 Measuring gatekeeping and censorship during Internet outages in Venezuela
On social media platforms, a gatekeeper is an individual who consumes content which contains a variety

of information, but tends to produce content aligning with only one side [29]. Other studies have called social
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media managers gatekeepers, since they determine what information their followers will see [69]. A user’s
capacity for functioning as a gatekeeper could be determined by their level of influence, with measures of
influence including number of followers, page rank, number of retweets, and number of mentions. However,
these measures do not tell a consistent story, as users who might rank highly in one measure of influence may
do poorly in another [15] [39]. Gatekeepers with higher levels of trust will be more successful in spreading
their messages [34].

Gatekeeping is therefore important as we attempt to understand how information is transmitted between
groups of people. As misinformation spreads throughout a platform, some think that censorship is an ap-
propriate response to make sure that individuals do not fall victim to believing lies [41]. Others censor
information to maintain control over a situation. As entities resort to censorship, it is important to under-
stand what happens when information is blocked. To that end, we researched what happened during an
internet outage in Venezuela during the January 2019 protests. We tracked how information spreads dur-
ing and after the censorship event, by analyzing how information bursts across languages and locations,
and where people go to continue to discuss the censored topic. Additionally, we measured the effects of
censorship on Reddit - and shows what happens when toxic communities were banned on the platform.

1.3 Growth and spread of memes
As we hope to understand how memes spread and information goes viral, we used Indonesia and the

2019 election cycle as a case study. Information that is highly popular and spreads quickly is more likely
to recur in the future [20]. Additionally, information that is moderately appealing can recur in the future,
as information that has already spread widely in the population will be more likely to not be reshared by
those individuals who have already seen it [20]. Also, false rumors are more likely to recur in the future, in
comparison to true rumors [58]. The social network of a user that is spreading the message is important to
its volume, speed, and recurrence [32].

We found that memes can be a vector for propaganda and misinformation [40], so it is important to
understand how memes grow and change over time. To do this, we downloaded a large dataset of images
and tracked how the memes cluster and spread through apps such as WhatsApp and Instagram, which are
important platforms in Indonesia. By detailed observation of these memes, again with the help of machine
learning models, we showed how popular ideas evolve over time - and what memes are popular with the
public and spread the furthest.

1.4 Reddit models for understanding human behavior
Reddit, or reddit.com, is a social network where users can submit content and others can vote on a

submission by giving either upvotes or downvotes. When one visits reddit.com, submissions that have
received more upvotes are listed higher than those that are less popular. Users can also subscribe to different
communities, called subreddits, that track interests the users might have.

Many subreddits, which is defined as a community of people on Reddit, are concerned with user reten-
tion, and creating an environment where posters and commenters continue to come back to. According to
Joyce, et. al, there are at least three common ways in which people will continue to post in a community
(and not change their behavior): reinforcement, where a user has positive reactions with others, reciprocity,
where a user does something for someone else, and the other will return the favor, and through personal
bonds with members [36]. Others have found that stability, cohesiveness, and sociability are important to
the future of online communities [43]. As communities grow, participation in group discussion tends to be-
come more concentrated [51]. When it comes to understanding how communities retain members and grow,
work has been done to analyze the participation costs (low barrier to entry) and consistency cues (behavior
that occurred in the past will continue to happen in the future) [13]. People who join online communities
at the same time will have similar experiences, which might happen as norms in communities change over
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time [7]. Strong connections to parent subreddits, defined as subreddits that spawn new subreddits, lead to
stronger growth in communities [61]. When two communities share users, they tend to be excited about the
same things, and interest intrinsically springs up in both groups [5]. People tend to leave communities for
a variety of reasons, including lack of interesting people, low quality content, or harassment, among oth-
ers [12]. People stay in communities because of shared interests, their experiences, supportive relationships,
strong social feelings of belonging, and a shared identity [12].

1.4.1 Changepoint detection on Reddit
We will then take all that we have learned from this work and attempt to create several models that

attempt to explain user behavior online. First, we propose a model that identifies users who have changed,
or shifted, their behavior after some event that happened online. To do this, we use Bayesian Changepoint
Analysis [4] to identify when users shift their attention permanently. Finding these changepoints - and
discovering what communities people are moving to or away from - will be important as we show what
community movement looks like when aggregated together.

Changepoint detection has been used in other areas, such as detecting changes in behavior in individuals
who are at-risk for suicide attempts by analyzing their Twitter posts [67] and race car driving [70]. It has
also been used to examine sociopolitical events based upon historical documents [19].

In addition to the changepoint model, we will also create other frameworks that paint a fully compre-
hensive picture of user behavior. One of these will be a model which attempts to capture change in user
attention at the time of the event. This analysis is different from the previous one, since we are not necessar-
ily identifying only users that change. In fact, user behavior has the potential to stay the same even after a
dramatic event happens, such as a ban of the community, or other significant events in news or pop culture.
Therefore, this model will attempt to predict where users go, and if their attention shifts after an event. We
will also use this model to see if we can learn from past censorship events what will happen in the future.

After creating these models, we will show how censorship impacted users that are like those that were
censored, but are not a part of the censored community. Finding control users are important as we show
the impact that censorship has on user behavior. We also track what subreddits these users go to after a
censorship event. Do they leave the platform, or go invade other subreddits? Do they make new subreddits
where they continue their hateful speech? These are important questions, and as we track the frequent
posters and compare them to other similar users who have not had their subreddits banned, we will fully
understand what happens after a group of people is censored.

Finally, as governments and other political entities are trying to manipulate individuals online through
the spread of memes and propaganda, we attempt to try to educate social media users not to be influenced
by these campaigns, and to verify and validate what they see online before they share it. Through the results
of this campaign launched during the 2019 presidential elections in Indonesia, we will report our analysis
of the effect that our social media campaign had on the behaviors of people who viewed the site.

Through these models, we show one perspective of how individuals behave online, and how the influence
of censorship or information campaigns can impact user behavior. This multi-pronged approach of using
various models and techniques will present a comprehensive study of online human behavior.

Thesis Statement
I propose to create several prototypes that track how people behave on the Internet by modeling their

behavior on several platforms. By using various data sources, which consist of Reddit data, Indonesian
memes, survey data, and Wikipedia data, we will create several models which can be used to simulate how
offline events manifest themselves online, and how these events and other factors, may cause Internet users
to change their posting and sharing behavior over time.
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Proposal Overview
In the following seconds, we give an overview of work done so far - and how we propose to answer

questions raised in the Introduction.

Section 2 will give an overview of current work in various domains, including disease prediction algo-
rithms, GitHub adoptions, censorship events, and meme clustering.

Section 3 will propose future work that will be conducted to further validate (or invalidate) the the-
sis statement. This future works consists of a changepoint model, an attention model, and an analysis of
Indonesian memes and survey data.

Section 4 will summarize the plan, and give a timeline for its completion.

2 Previous Work
Work unrelated to the thesis We had previously authored two studies [46, 64] that apply network science
approaches to medical and health science problems. These papers tackle two separate chronic health condi-
tions and use graphs to help predict the onset of disease and other complications. The first paper summarizes
disease diagnoses for 1.1 million elderly patients [46], and the second analyzes over 171,000 patients for var-
ious conditions, which were drawn from a potential candidate pool of over 805,867 individuals generating
over 500 million medical records [64].

By constructing a DAG (directed acyclic graph) of Medicare patients and their visits [46], we found
trends in diseases that result in an ultimate diagnosis of heart failure. We conclude that cardiomyopathy is a
condition that is commonly associated with heart failure such that screening for cardiomyopathy should be a
common part of preventative treatment. Additionally, we know that many patients’ first diagnoses on a heart
failure path are acute myocardial infarctions, endocardium diseases, and cardiomyopathy. Doctors who see
patients for other medical issues, especially mental issues as observed, should know of these complications
since they are often the first that show up in diagnoses that do not otherwise lead to heart failure. We also
found that rheumatic heart disease, pulmonary congestion and hypostasis, cardiomyopathy, blood poisoning,
and valve and aortic diseases are common comorbidities that occur before doctors diagnose patients with
heart failure. Because the highest information gains in our DAG are on paths that concern mental disorders
such as psychosis, cerebral degeneration, and Parkinson’s, the conclusion can be made that patients being
seen for these disorders should also be monitored for heart disease. In addition to our heart disease pre-
diction algorithms, we also show that given a patient’s disease history and lab results, we can predict their
likelihood of developing complications from diabetes [64]. We also show what disease diagnoses or lab
results (from our heterogeneous network or graph) are most likely to lead to specific diabetic complications.
The diagnoses graphs can help illuminate health problems faced by many patients and what might be the
best course of disease management. Not managing complications, especially for fast progressors, can cause
rapid development of uncontrolled diabetes, from which it is hard to recover. Moreover, disease diagnoses
graphs can also be a useful tool for physicians to understand the effects of co-morbid conditions, and per-
sonalize a wellness and disease management plan. This can lead to an improvement in both individual and
population health outcomes.

2.1 Dynamics of Team Library Adoptions: An Exploration of GitHub Commit Logs
A manuscript has been published describing the work presented in this section:

Pamela Bilo Thomas, Rachel Krohn and Tim Weninger. Dynamics of Team Library Adoptions: An Ex-
ploration of GitHub Commit Logs. IEEE/ACM International Conference on Advances in Social Networks
Analysis and Mining (ASONAM), September 2019.

When a group of people strives to understand new information, struggle ensues as teammates argue
about implementing various ideas and steep learning curves are surmounted as teams learn together. To
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understand how these team dynamics play out in software development, we explored Git logs, which pro-
vide a complete history of software repositories. In these repositories, we observe code additions, which
represent successfully implemented ideas, and code deletions, which represent ideas that have failed or been
superseded by others. By examining the patterns between these commit types, we can begin to understand
how teams adopt new information. We specifically study what happens after a software library is adopted
by a project, or, when a library is used for the first time in the project. We found that a variety of factors,
including team size, library popularity, and prevalence on Stack Overflow are associated with how quickly
teams learn, implement, and successfully adopt new software libraries.

This work introduces a new approach to study this problem. By investigating how software developers
adopt and use software libraries in this specific context, we can better understand how humans learn new
technical information and incorporate concepts previously unknown to the user or group. The findings
from this study can be generalized to understand how humans work, learn, and fight together, since GitHub
provides a rich dataset which approximates the collaborative process.

Additionally, we asked if there exists any competition among team members over the inclusion of a
library. When teammates have disagreements about what should be included in a GitHub project, there will
ultimately be a winner. Uncovering which user eventually wins these code fights is an interesting research
question. We explored competition by examining code fights where two users revert each other’s code over
the course of several commits. Like edit-wars on Wikipedia [66], by looking at the users and libraries that
participate in code fights we can learn a great deal about the adoption and diffusion of information. Although
the present work focuses specifically on code contributed to public Python projects hosted on GitHub, we
hope that other domains can use the methodology of the present work in other explorations of information
adoption generally.

To summarize, this work aims to answer the following research questions:

• What are the events that happen when a team adopts a library for the first time?
• Are commits containing new libraries more likely to have deletions than other types of commits?
• Do the answers to these questions vary by library type, team size, or the amount of information

available on Stack Overflow?
• Do team members fight over the adoption and usage of a new library?

We found that when teams attempt to learn new information together, it can be challenging to apply
these new concepts and there is often a learning curve needed before the new information can fully stabilize
within the group project. We further found that that even though learning curves are unavoidable, it helps to
have teammates and other online resources that can guide groups towards learning how to adopt new infor-
mation. When conflict arises, the more experienced team members usually end up winning disagreements
when we track whose code ends up in the final version. Through this work, we confirmed that learning new
information together can be a difficult process, and that many of the statistics surrounding GitHub projects
follow power law distributions (including team size, commits, and adoptions). This work provides a super-
ficial glimpse into an analysis of teamwork on GitHub, though there are still more in-depth questions to be
answered to uncover more information about more complex interactions.

2.2 Measuring the effect of Internet outages on social interactions across location and lan-
guage communities on Twitter

A manuscript describing the work presented in this section is in final stages of preparation:

Pamela Bilo Thomas, Emily Saldanha, and Svitlana Volkova

Many authoritarian regimes have taken to censoring Internet access in order to stop the spread of misin-
formation, to prevent citizens from discussing certain topics, to prevent mobilization, or other reasons. There
are several theories about the effectiveness of censorship. Some suggest that censorship will effectively limit
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the flow of information, whereas others predict that a backlash will form, resulting in ultimately more dis-
cussion about the topic. In this work, we focus on Internet censorship in Venezuela that occurred in January
2019. To gain an understanding of what happened, we study the spread of discussion topics across loca-
tions, languages, and time on Twitter. We describe how these external event outages affect social structure
before, during, and after an internet censorship event. We also use user centrality to detect key influencers
and gatekeepers in the social network by detecting which topics are bursting across different groups and
identify sets of individuals that are influencing this spread. Through this analysis, we explore the effect that
censorship has on online discussion, how people can spread topics across language and location barriers,
and the differences between how information spreads within and outside of a censored environment.

With many regimes around the world resorting to censorship, including China, Indonesia, Iran, Pakistan,
Thailand, and others [72], it is important to understand how communication patterns change during a cen-
sorship event. In 2017, 38% of Internet users lived in countries where social media or messaging has been
blocked in the previous year [24]. Countries block access to Internet sites for political, social, or threats to
national security reasons, among others [23]. During a censorship event, it is important to understand how
new social groups form, how discussion topics evolve, and which users create and spread viral information.
To this end, we examine a collection of tweets from Venezuelan censorship events in January 2019 to ad-
dress these questions. We focus on analyzing communication patterns across languages and locations, since
these can act as natural barriers to information diffusion.

As of 2017, over 12 million Venezuelans use social media, and 3 million of them are active Twitter
users [10]. Various groups have attempted to use Twitter to spread their messages in Venezuela. For instance,
in 2015, the Venezuelan government attempted to spread pro-government information on Twitter [10]. Most
Venezuelans access the internet over one state-run internet provider, CANTV [53]. In 2018, 52 websites
were blocked by Venezuelan internet providers [53]. In this work, we focus on the recent outage events
occurring in Venezuela on January 21, 2019 [49], January 23, 2019 [48], and January 26-27, 2019 [47]
during ongoing protests in the country. The first two outage events primarily included disruptions to social
media access, while the third was a total internet outage.

With these events as background, we aim to answer the following research questions:

• How do external outage events affect social structure? What does the social structure look like before,
during, and after an internet censorship event?

• How does discussion of prominent entities, such as political figures and social media companies, recur
over time during repeated events?

• Which users serve in central roles connecting different groups and communities?
• Which users function as gatekeepers for specific communities, determining whether specific informa-

tion will spread to users in that community?

Through this work, we have shown the impact of languages and locations on the discussion of three
censorship events occurring within a short time frame in Venezuela. We have shown what happens when
a censorship event occurs, how information bursts within a social network, the impact of languages and
locations on centrality, and a new way to detect gatekeepers. As more countries face censorship from their
governments, it becomes crucial to understand how information continues to spread during an event even in
the face of potential information spread barriers such as language and location differences.

2.3 An Automated Pipeline for Identifying and Tracking Political Meme Genres with Di-
verse Appearance

A manuscript describing the work presented in this section has been submitted and is under peer review:

William Theisen, Joel Brogan, Pamela Bilo Thomas, Daniel Moreira, Pascal Phoa, Tim Weninger, Walter
Scheirer. Automatic Discovery of Political Meme Genres with Diverse Appearances. Under peer review
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From silly cat photos to parodies of political candidates, image-based memes represent a vibrant and
vital form of communication on social media. While once primarily the domain of the online communities
found on 4chan and Reddit, most casual users of social media are now familiar with the concept of a meme
and spread such content freely. Moreover, advances in image-editing software have made sophisticated
tools accessible to untrained users, which has rapidly increased the production of memes by amateurs and
professionals alike. When it comes to politics, the messages contained within memes span a landscape from
beneficial “get out the vote” campaigns [68] to anti-social messages stoking violence [8, 55]. In order to
monitor social media for emerging trends in memes, researchers have proposed new ways to use computer
vision to automatically identify and track specific genres [27, 74].

To study this problem, we performed an expansive study of the 2019 Indonesian election [33], where a
diverse set of memes and other image content circulated on social media platforms. During the year both
preceding and covering the election, we collected a data set of over two million related images from social
media, including 170,000 images from 14 different sources on Twitter, and 1.9 million images from 20
different sources on Instagram. The images were taken from the time period covering May 31, 2018 to May
31, 2019. Our primary goal was to cluster the images in order to study the trends that emerged in the social
media space surrounding the election. Through these investigates we found which memes were reaching
the Indonesian population during the election and attempted to categorize them as well as understand what
messages were being construed.

Indonesia was chosen as a case study for a variety of reasons, including its large number of Internet
users, diverse population, and democratic culture. In July of 2016, it was estimated that Indonesia had the
9th most Internet users in the world [14]. As a large, middle-income democracy [62], Indonesia provided
a unique opportunity to study the spread of political memes during the 2019 election in a population that
is relatively new to the Internet. Results gathered from this case study can then be applied to model what
might happen in other middle-income democracies with recent Internet participation. Through tracking
opinion polls and election results, we could understand the views that the Indonesian people had about their
government, and who would ultimately win the election, as a result of or in spite of the memes that were
spread beforehand and the information the public was exposed to. The findings presented in this paper
represent the first large-scale visual analysis of political meme content associated with a major world event.

As one of the largest collections of political memes ever gathered, this rich and complex dataset has
provided us an extensive look at the clustering of memes. We have gathered millions of Indonesian memes,
of which some, like the colored-pinky meme, are unique to countries like Indonesia, where individuals are
physically identified after voting. We can assume that spreading memes such as this are a result of civic
pride, which provide an uplifting counterpart to the misinformation that can be spread on social media by
malicious users. We also see that political and other advertisements are incredibly prolific in this dataset,
and that going forward, political memes will undoubtedly have an impact on how people in a democracy
discuss and learn about the candidates for which they will be voting.

Previous work from online sources such as GitHub [63] show that groups of people working together
can ‘adopt’ libraries which are eventually incorporated into a group’s vocabulary. Similarly, we can think
of groups of individuals on social media platforms such as Twitter or Instagram that ‘adopt’ hashtags or
phrases and insert them into memes. Together, these groups of people are working to create a shared online
language through hashtags and memes. As a relatively new form of discourse, this image and meme analysis
requires further study as researchers uncover how language and images spread across people and culture.
Further work can attempt to understand how long it takes for a population to become ‘fluent’ in a meme and
understand its meaning and how to use that particular meme to communicate.

In this work, we show that there is a large quantity of political memes when we sample social media
sites such as Twitter and Instagram. We show that at least 1 out of every 3 clusters of memes gathered was
fully political in nature. Therefore, we can expect that political meme sharing is having an influence on the

7



segment of the Indonesian population that uses social media. In the future, it is hard to imagine that the role
of political memes and hashtags will diminish their importance in our political discourse. Rather, it is more
likely that these memes and hashtags are here to stay. While propaganda has always been a part of politics,
memes present a relatively new medium for which individuals to express themselves. Additionally, while
propaganda and misinformation might have previously been only limited to wealthy people, corporations,
or political parties that owned expensive media such as television stations, newspapers, or radio stations, the
proliferation of social media and the low cost to entry makes it easy for memes and misinformation to be
created cheaply and spread easily. Further study is needed to understand the role of memes in such places
such as voter turnout and voter persuasion, and to comprehend how people are influenced by these memes,
and potential ways to educate voters such that they can resist misinformation and propaganda.

3 Proposal for future work
Advisory: some of the examples in this section contain explicitly hateful and troubling content.

3.1 Modelling change in user behavior on Reddit
Analyzing how individuals move through online communities and change between them is an interesting

problem and important to understand as we try to make sense of how humans adopt and join new groups.
Some who have investigated this problem have found that people on Reddit can shift their behavior ‘sud-
denly’ between different topics [65]. The internet is a place that allows diverse groups to post their beliefs
for anyone to read and consume. As time goes on, people may find themselves changing their beliefs, or
joining and participating in different communities. In this work, we propose to present a high-level analysis
of what occurs when people change behaviors on the internet on Reddit. We will uncover when change-
points occur in a user’s behavior, which marks when an individual stops or starts posting in one subreddit,
or begins to post in another. We will use a variety of subreddits to show that it is possible to model change
in user behavior and correlate these changepoints to external events.

On Reddit, users can subscribe to different communities, called subreddits, that track interests the users
might have. If a user subscribes to a subreddit, they will see posts from that subreddit in their own personal-
ized front page. For users that do not have an account, the front page was populated by “default” subreddits
until 2017, when the default subreddit system was replaced by a new algorithm that ranks posts from all
popular subreddits [25]. A user does not necessarily have to be subscribed to a subreddit to comment, but
subscribing to a particular subreddit means that the user will see popular content from that subreddit when
they visit their homepage.

By tracking user engagement across various subreddits, this work will answer the following research
questions:

• Can we track changepoints over time and correlate clusters of changepoints with external events?
• Can we model the flow of users towards or away a certain subreddit?
• Can we estimate the likelihood of a Reddit user experiencing a change in behavior?
• When an exogenous event occurs, do users change their behavior? If so, how?

3.1.1 Experiment
To answer these questions, we will gather posting behavior from all people who posted in the following

subreddits in the year before and after the events listed (therefore collecting two years of user behavior,
unless otherwise noted). An important note is that Reddit is always changing and subreddits can be banned
or undergo other changes, which can provide natural experiments for us to study. Each of these events
listed below provides an example of one of those natural experiments as we attempt to understand how user
behavior changes when an external event happens. These subreddits give us a variety of topics (including
sports, politics, hate speech, fandoms, and others) to help us understand how people who have these interests
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change their behavior over time. Collecting these data over a large period will allow us to understand how
the user is behaving prior to the event - and what changes might occur afterward:

• fatpeoplehate - Banned June 10, 2015 due to repeated hate speech violations [26].
• Incels - Banned November 7, 2017 due to repeated hate speech violations [35].
• DarkNetMarkets - Banned March 21, 2018 due to selling and buying prohibited goods [52].

– The Bitcoin peak happened December 17, 2017 and affected the DarkNetMarkets platform
• ThanosDidNothingWrong - ‘Snap’ occurred July 9, 2018 which ‘banned’ half its users to the subreddit

InTheSoulStone analogous to fictional events from the theatrical movie series [3].
• StarWars - New movies in the Star Wars series include 2015’s The Force Awakens, 2016’s Rogue

One, and 2017’s The Last Jedi [71]. Data collected over a period of five years to track change in
behavior when various films were released from December 14, 2014 - December 9, 2018.

• SandersForPresident - The political subreddit for Bernie Sanders supporters [44], we track the be-
havior of individuals on this subreddit in the year prior to and after the 2016 election on November
8.

– SandersForPresident was briefly removed from Reddit on July 26, 2016 for toxic behavior [54]
until it was restarted after the 2016 election in November.

• the donald - The political subreddit for Donald Trump supporters [44], we track the behavior of
individuals on this subreddit in the year prior to and after the 2016 election on November 8.

• Atheism - removed from default subreddits July 21, 2013 [1].
• ExplainLikeImFive - added to default subreddits July 21, 2013 [1].
• Bitcoin - The Reddit bitcoin subreddit was used as a place to discuss and promote cryptocurrency [30].

After the Bitcoin bubble burst in late December 2017 [59], it would be interesting to see if the people
promoting Bitcoin on Reddit continued to post.

• LosAngelesRams/StLouisRams - The NFL team Rams left the city of St. Louis after the 2015 NFL
season and moved to Los Angeles. We gather data for all users who posted in both subreddits 1 year
before and 1 year after September 1, 2016, to capture user behavior. On Reddit, a new subreddit was
created for the new team - the St. Louis Rams subreddit still exists as of January 6, 2020.

• Chargers - Like the Rams, the Chargers left San Diego to head to Los Angeles after the 2016 NFL
season. Unlike the Rams, the Chargers kept their subreddit r/Chargers. Like our analysis for the Rams,
we track behavior for users on the Chargers subreddit for 1 year before and 1 year after September 1,
2017.

To detect change in user behavior, we will use Bayesian Changepoint Analysis [4], which is a technique
used to identify change in the combination of multiple Boolean signals.

3.1.2 Analysis
We plan to collect user behavior from all the users that participate in these communities during the given

time frame. Once we gather user behavior, we will then check their posting history to see if their behav-
ior “changed” during the time period. With these changepoints, we will answer these following research
questions:

Is it possible to model changes in user behavior? First, we will attempt to see if Bayesian changepoint
analysis works as a valid tool for measuring change in user behavior. We expect to see that very few users
have a change in their behavior.

Can we track changepoints over time and correlate clusters of changepoints with external events?
Our goal is to understand if we can see the effects of external events via change in social media behavior.
We want to see if we can detect changes on Reddit policy (for example, change in Reddit default subreddits,
banning of certain subreddits) reflected in when our users experience changes. We will also perform a
sensitivity analysis - as we expect to see that users who are more active in a subreddit that has been affected
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by an external event are more likely to experience a change in their behavior.

Can we model the flow of users towards or away from a certain subreddit? Once we identify change-
points, we will then work to explore what is happening to the user’s behavior. Once a changepoint is
identified, it means that the user is either moving to, or away from, a group of subreddits. As we aggregate
the changepoints together, we hope to see patterns emerge and uncover how groups of people change to-
gether. We plan to look at these patterns of movement from both a time period perspective (when are people
joining or leaving a subreddit at the same time) and from a progression perspective (in what order do people
who were active in a particular subreddit move between other subreddits).

Can we estimate the likelihood of a Reddit user experiencing a change in behavior? Ultimately, we
want to find out how many users experience changepoints, and what the probability that a user changes their
posting behavior as a result of these events. After gathering this information, we can use what we learned to
predict what will happen to users during future online events - and ultimately where people will move to and
away from. Knowing this information will be helpful for companies that manage social media platforms as
they work to better understand effects of their policies (such as banning subreddits or adding or removing
subreddits from default lists).

3.2 Models of User Behavior after Community Bans on Reddit and Other External Events
For the most part, Reddit has engaged in a laissez-faire approach to regulating speech on its platform.

Each subreddit is regulated by moderators, who control the content that is submitted, and the comments
on those posts [9]. Every subreddit has its own set of moderators who have a different set of rules which
determine if content is allowed on a subreddit, or if the content should be taken down [9]. Various commu-
nities have different norms and rules that their moderators follow [18]. In some communities, hate speech
has flourished, even in some subreddits not dedicated to hateful ideas, such as in college subreddits [56].
Reddit has been known for misogynistic content, and it has been shown that female Redditors participate
in commenting and submitting posts less than male Redditors do [37]. Additionally, this lack of regulation
has allowed for toxic and offensive content to spread through many subreddits [42]. Toxicity has a negative
correlation with subreddit growth [45]. Following years of controversy about their approach to regulating
speech on their platform, in May 2015, Reddit redefined their approach to harassment to be: “Systematic
and/or continued actions to torment or demean someone in a way that would make a reasonable person (1)
conclude that reddit is not a safe platform to express their ideas or participate in the conversation, or (2) fear
for their safety or the safety of those around them.” [1]. This led to the banning of subreddits including
‘fatpeoplehate,’ [17], which had over 151,000 subscribers before its ban [2]. There was a small user migra-
tion from Reddit after the ban, but Reddit’s ability to support a large platform offering a variety of content
helped it weather the controversy [50].

Since this event, Reddit has gone on to ban other troublesome subreddits from its platform. The goal of
this work is to study the effect the ban had on disrupting the r/fatpeoplehate community, along with others,
such as r/incels (banned on November 7, 2017) [35] and r/DarkNetMarkets (banned March 21, 2018) [52].
Some found that the banning of the fatpeoplehate subreddit was successful and had a positive impact on the
community [57]. We want to fully understand the migration to other subreddits after the ban took hold, and
to quantify the effect that removing the subreddit had on disrupting that community. Using each banned
community as a model for the others, we want to investigate how transferable these banning events are, and
if we can predict what will happen in the future after banning events.

In addition to Reddit bans, we will also attempt to model other behavior patterns. We will analyze how
Redditors discuss movie and sports fandoms online by tracking users in the Star Wars and NFL team subred-
dits. Additionally, we will also track how Reddit was used to spread, propagate, and discuss political ideas,
by analyzing two popular subreddits during the 2016 election, SandersForPresident and the donald. Collec-
tively, this will give us an overview of how Internet users discuss sports, politics, movies, and pop culture
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through events that can be tracked in real time to understand how Reddit is used in various environments -
and when communities turn toxic, what happens when Reddit decides to take action to rid their platform of
unsafe behavior.

After a banning event occurs, it is possible for a Redditor who was previously active in that banned
community to take one or more of several actions: leave Reddit altogether, post in a newly created commu-
nity that might exist to take the place of the old space that had been banned, invade a new community (for
trolling or other purposes), or continue their same posting behavior. After each banning event, we hope to
quantify each of these actions.

Therefore, this work aims to answer the following research questions:

• Can we use various events in pop culture and politics to model how users behave on social media as a
response to external events?

• What proportion of Redditors who are active in a toxic subreddit remain on the platform after a
banning event?

• Can we model where Redditors migrated to after a subreddit they are active in becomes banned?
• Can we use past censorship events to predict future migration patterns?

3.2.1 Experiment
Similar to the work that we proposed in the changepoint analysis subsection, we will gather user behavior

for individuals who posted on those subreddits. We will use the same subreddits to conduct our experiments.

Predicting future behavior Using past events, we will work to construct a model to measure the effect that
the event has had on current user behavior. For every individual i who is a member of the community in
which the event occurred (for this we say that an individual if they post at least once in a given subreddit),
we observe the subreddits s0 to sn that the user has posted in, in a given time t before and after the event
occurred. Then, we will construct the amount of attention that has been given to that subreddit, by counting
the total p0, p1, c0, and c1 posts and comments that were made before and after the event across all of Reddit.
A vector is then constructed which counts the times a user participated by posting or commenting in each
subreddit, and then dividing by the total number of comments and posts in this time frame. Each vector will
sum to 1, since we are creating a vector which represents the fraction of attention that a user has given to
each subreddit, combined to the user’s attention. We say that n subreddits are needed to capture p percent
of total user interactions (posts, comments, etc.) on Reddit for all the users who are active members of the
observed subreddit. It is important that the same set of subreddits is used for analyzing all users, so we find
this set of n subreddits across all users.

After we observe this user’s behavior before and after the point in time, we will use this vector to create a
model which will learn how user behavior changes after these events. For each event and subreddit, we set an
activity threshold for users, and various time intervals to predict subreddit activity before and after the event.
We propose to use a simple feed-forward neural network, as we have seen that simple models are oftentimes
as good as complicated ones but are much more interpretable [60]. Additionally, we will experiment using a
variety of input sizes and dimensions to find the best parameters for our model. We will run our model using
the Keras neural network package [21], with an Adagrad optimizer [28] and Kullback-Leibler divergence
loss function [38].

Gathering aggregate posting data While our previous subsection is focused on modelling change in be-
havior on an individual level, we are also focused on modelling change in the aggregate. For each of the
subreddits listed above, we work to implement the model proposed in [17] to find control users - who are
users who post in subreddits that are similar to the banned or example subreddit, but never in the actual sub-
reddit. This methodology is important to help us understand how people that are like those that are actually
censored react to a banning event. We find that while many of the users who are censored decrease their
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activity after an event, we do not see the activity levels exactly mirrored in those users who are identified
as matched controls. Rather, we see that the effect of having a community that a user is invested in banned
results in decreased behavior for that user across all of Reddit, but does not necessarily decrease behavior
for those who are posting in subreddits that are similar to the one that was censored.

To analyze this aggregate behavior change, we will first gather all individuals who have posted in the
analyzed subreddit at least 10 times in the year prior to the event. We will then observe how they post
before and after an event - if they are posting in a new subreddit (created after the event - this would indicate
that the upset members of the banned community are creating new community spaces, potentially to share
their frustrations or continue their behavior), invading other subreddits (meaning that the users who have
been censored are going into other spaces that they were not currently posting in to express their ideas), or
keeping their behavior constant in other subreddits. We will also track absolute number of posts on Reddit -
which is useful as we attempt to understand if overall activity levels on Reddit are going down as a result of
being censored, and potentially leaving Reddit for another platform.

Tracking this behavior is useful as we attempt to understand how a censored community acts, but it is as
important to also track how other individuals, who are like the censored ones, act during a censorship event.
To find these controls, we will again follow the methodology of [17] and do the following steps:

• Find all users who post in to studied subreddit s at least 10 times in the year before the event.
• Find all other subreddits these users post to in that year.
• From that list of subreddits, create a list of subreddits that have at least 10 posts by at least 10 authors

in the year before the event, to find other subreddits these users are active in.
• Find how many users on all of Reddit post to those subreddits in that period, and then find the top 200

subreddits that have the greatest percentage of users from the subreddit s.
• For those top 200 subreddits, find all users who have posted in any of those subreddits at least 10

times - but have never posted in s, to create a set of control users.
• Using this set of control users, for each user u who posts in s, find a “matching” control from the set

of control users that we have identified by using the Mahalanobis Distance Matching algorithm [16]
on the dimensions of account age, karma, and number of posts.

3.2.2 Analysis
Through this experiment we return to the following research questions:

Can we use various events in pop culture and politics to model how users behave on social media as
a response to external events? We expect that the experiments listed above will give us a comprehensive
overview of what happens as a result of these events. We hope to show that our neural network model will
give accurate predictions about how a user’s attention will change after the event. We also will attempt to
study how we can use past events to predict what will happen when similar incidents occur in the future.

What proportion of Redditors who are active in a toxic subreddit remains on the platform after a
banning event? Ultimately, we want to discover through our analysis if censorship works to remove hate
speech from a platform. Theoretically, Reddit works to ban communities, not individuals, on a large scale
from their platform. Even if Reddit bans an account, it would be easy for that user to simply create a new
one. Additionally, if Reddit bans a community, it would be easy to create a new space where the toxic speech
is continued. Therefore, if we track the number of people who end up leaving the platform altogether after
a community is censored, we can begin to understand how well banning subreddit works - if the goal is to
remove harassers or hateful individuals from Reddit.

Can we model where Redditors migrated to after a subreddit they are active in becomes banned?
After a subreddit is banned, the users who were previously active in that community have several choices
about where to go afterwards: they can form new spaces, invade other subreddits, leave Reddit, or continue
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their same behavior. After we collect this data, we will model where users go after the event, and summarize
what proportion of users, grouped by their activity level in the subreddits, end up doing after their subreddit
is banned.

Can we use past censorship events to predict future migration patterns? Ultimately, we want to discover
if what we learn about Reddit bans is transferable to other incidents. From our previous research question,
we summarize what Redditors do after an event. After this summarization, we look to other instances of
censorship and compare the proportion of active community members who engage in various behaviors,
such as leaving the platform or invading other subreddits. After this comparison, we see if the numbers after
each event are similar. If so, we can predict approximately how many people in the community will leave
Reddit, create new communities, etc., after a community is banned. We can therefore use what we learned
about these censorship events to predict what will happen in the future if more communities are banned.

3.3 Investigating the social media landscape in Indonesia
The threat posed through online and social media vehicles is particularly compelling in that ordinary

citizens will both consume and spread (mis)information through their online activity, affecting thousands of
individuals instantly with falsehoods that are then implicitly endorsed by a seemingly qualified source. This
issue is especially problematic for new digital arrivals who are least likely to understand the dynamics of
these complex social and technical systems. One of the primary consequences of the online and social media
environment is that a handful of motivated, malicious individuals can disrupt the information landscape.
Tactics vary across regions due to social and design differences in popular online and social media systems.
Due the relative ease of social media manipulation and their large impact on behavior and belief, it is widely
expected that malicious individuals and groups will continue to spread harmful and false information. This
is especially the case in the lead up to national democratic elections.

At a time when communities around the world increasingly turn to digital sources for information, on-
line and social media systems play a critical role in affecting attitudes and behavior. A core problem is
that social media channels are being manipulated by malicious groups to spread misinformation in low- and
middle-income countries (LMIC) to exacerbate social divides and influence citizen involvement in demo-
cratic processes. The spread and adoption of misinformation through digital channels is especially problem-
atic because many users of online and social media systems are not aware of how (mis)information is spread
through these channels.

Because of the critical need to address the spread of misinformation, especially among new digital
arrivals in LMICs, we propose to research, develop, deploy, and measure the effectiveness of an online and
social media literacy campaign through a targeted pilot study.

Therefore, we plan to answer the following research questions:

• In Indonesia, which demographics of people are more likely to believe false, or true, information?
• Can we teach people healthy online behaviors, and what methods work better than others?
• How do people change their beliefs about news stories they see online over time?
• Can we predict when memes or stories will go viral in Indonesia?

3.3.1 Experiment
Our collaborators, IREX and Moonshot, are currently deploying a set of videos on a website that

we have created to teach Indonesian citizens to think before they spread messages on social media at
literasimediasocial.id. This website contains short videos and text which encourage individuals
to engage in healthy online habits. Additionally, we are currently conducting a survey before and after the
2019 election which aims to understand how the Indonesian population is using social media and spreading
misinformation.
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Memes We have gathered over two million memes that have been spread on social media sites Instagram
and Twitter, as described in Chapter 2.3. Through the gathering of these memes, we will track which
types of memes are most popular in Indonesia. Further, we have downloaded the entire change history
of Indonesian Wikipedia to fit a Hawkes process [31] to model when information goes viral in Indonesia.
With this information, we will paint a picture of what type of information is popular in Indonesia, and what
spreads the furthest the most quickly.

Survey The survey, administered via phone, is given in an attempt to understand baseline beliefs about
several true, misleading, and false news stories in Indonesia. Since it is given twice, the survey will help
us understand how feelings about these topics change over time and in response to the placement of media
literacy content. The survey we administered is given in Appendix A.

The Tracker Our collaborators have launched software (called The Tracker) which is capable of tracking
user behavior across a variety of platforms, including Google, Bing, Yahoo!, Twitter, Facebook, Telegram,
Instagram, YouTube, Discord and Google Plus. This includes exclusive tools to track individual searches on
Google, infiltrate closed Telegram Groups, and access millions of videos which have already been removed
from YouTube. Where possible, data is disaggregated by demographics, while preserving the anonymity of
users. This database will guide The Tracker to provide highly granular mapping of audiences engaging with
these indicators on select digital platforms. Where possible, this will include analyses of demographics of
audiences that engage with disinformation online; how they encounter such material; the extent to which
they repeatedly engage with disinformation; and what other online content they consume.

The Tracker has gathered information from YouTube videos, Facebook pages, and Twitter. Further, it
has directed users who it deems especially susceptible to misinformation to our website which attempts to
teach individuals to engage in healthy online behaviors. Through the deployment of the Tracker software,
we will track what people are doing online - and what the effect of our media literacy campaign is.

3.3.2 Analysis
In Indonesia, which demographics of people are more likely to believe false, or true, information?
The survey results will give us an understanding of which news stories are popular with certain groups of
people. Because the results are aggregated by demographics, we will fully comprehend which segments
of the population is more likely to believe misinformation and false stories which have been promoted by
certain groups in Indonesian society. This will further help us in our targeting approach as we attempt to
deploy our media literacy campaign to the individuals that are most susceptible to misinformation.

Can we teach people healthy online behaviors, and what methods work better than others? We have
deployed and advertised a web site which uses short videos and slogans to encourage responsible social
media behavior. After the data collection period is finished, we will examine the results to see if there is a
statistically meaningful difference from before and after the treatment, in the form of a website visit, was
applied. We will do this by analyzing pieces of information such as Google searches, Facebook posts, and
other indications of online behavior to measure if the treatment has had any measurable effect on how people
interact.

How do people change their beliefs about news stories they see online over time? We will be admin-
istering the survey twice. When we compare the data from the two times the story has been administered,
we hope to answer this question by comparing percentages of people who think the story is true or accurate.
We hope that more people believe in the true story and disbelieve the false one. This will give us some ideas
about the pervasiveness of information over time: is it more likely that people will have time to research
true stories and believe them, or do the lies manage to spread further when they have been circulating for
longer?
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Can we predict when memes or stories will go viral in Indonesia? We have several tools at our disposal
to do this. First, we have the collection of memes that we have gathered from Instagram and Twitter that
will help us understand what types of memes are popular in the country. Secondly, we have the downloaded
corpus of Indonesian Wikipedia edits which will allow us to track when ideas or subjects are popular in the
country, since we can see when spikes in activity occur.

3.4 Evaluation Plan
As we analyze Reddit, we plan on continuously updating and refining the models as needed. While the

proposed Bayesian changepoint and subreddit flow models are not predictive and just consist of straight-
forward analyses, the neural network attention model will need to be tested thoroughly to ensure that its
predictions are accurate. We plan on using 80/20 5-fold cross validation to ensure that the model is ade-
quately trained and outputs valid testing results.

Our interview given to Indonesian citizens, along with the data about their internet usage, is covered in
IRB Protocol ID 18-11-5009. Data is anonymized, but demographic information is included.

Data that we collect about Wikipedia and Reddit usage is anonymous, though there are screen names
or IP addresses attached to their usernames. Further, we do not have user names attached to the Indonesian
memes we have gathered from Twitter and Instagram.

4 Summary
In this proposal, we have described past work that we have done to understand Internet behavior from

many angles: GitHub library adoptions, Internet censorship, and meme creation and spread. As we attempt
to fully comprehend how individuals change their behavior online, and how information about politics and
other events go viral, we will follow the experiments laid out in Section 3 to create several models which
will show the impact of offline events on online behavior, and quantify change in user behavior over time.
Our Reddit data will provide us with a large dataset for complex analysis to answer these questions, and
the Indonesian set will allow us to test our hypothesis about the ability for user behavior to change via
education. Together, we can model how change in online behavior occurs - and if we can act to influence
people to practice healthy online habits.

4.1 Timeline
Activity Month

Finalize data collection for problems Now - April 2020
Create neural network model May - June 2020

Create changepoint model June - July 2020
Create community movement model August - September 2020

Finalize Indonesian data analysis October 2020
Write Indonesian social media analysis paper November 2020

Write community movement model paper December 2021
Write changepoint paper January 2021

Write neural network paper February 2021
Finish up additional tasks and analysis March - April 2021

Defend May 2021
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A Appendix
In addition to demographic information, the following questions were asked via a phone survey by our

partners GeoPoll in Indonesia. First the survey asks about general news behavior, and then about specific
news stories that we have deemed to be false, questionable, or true. Our goal is to understand which de-
mographics of people believe which false news stores - and how the belief in these stories change over
time.

• How much do you follow national political affairs and events in Indonesia?
• How much do you follow international current affairs and events?
• How much do you follow local current affairs and events in your commmunity?
• How frequently do you access Social Media platforms such as Instagram/Facebook/WhatsApp ?
• How frequently do you watch TV?
• How frequently do you listen to radio?
• How frequently do you read a physical newspaper or magazine?
• What is your primary source of news? Reply with the actual name of the platform or outlet you get

your news from.
• Other than for personal stories and photos, which of these social media platforms do you regularly

read/watch local news and events on?
• Other than for personal stories and photos, which of these social media platforms do you regularly

read/watch global news and events on?
• Do you have Facebook account?
• Do you have WhatsApp account?
• Do you have Youtube account?
• Do you have Twitter account?
• Do you have any Other social media account?
• What other social social media account do you use most? Reply with the name of the account you use

most not already mentioned.
• Thinking back to the last time you used social media, how often do you read news stories before you

share them with others?
• Do you share news stories that you know to be false?
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• Why do you share news stories that you know to be false? Reply with the main reason why you share.
• Why don’t you share news stories that you know to be false? Reply with the main reason why you do

not share.

Now we’re going to ask about some recent news events:

• (TRUE) In February of 2019, Fajar reported that the use of herbicides on chilli crops is not meant to
increase the price of chilli, but because they are old and new crops need to be planted. Did you hear
of this story? How do you rate its accuracy?

• (TRUE) In July of 2018, The Guardian reported that ’Team buzzer’ is spreading misinformation in
Indonesia. Did you hear of this story? How do you rate its accuracy?

• (TRUE) In July of 2018, Katadata reported that Pertaminia (state-owned oil company in Indonesia) is
not bankrupt. Did you hear of this story? How do you rate its accuracy?

• (TRUE) In MONTH of YEAR, SOURCE reported that people are lying to you using the Quran (in the
speech that resulted in his imprisonment). Did you hear of this story? How do you rate its accuracy?

• (TRUE) In MONTH of YEAR, SOURCE reported that nobody survived the Lion Air Flight 610 flight.
Did you hear of this story? How do you rate its accuracy?

• (MISLEADING) In December of 2018 Turnbackhoax reported that Indosat did not send chain SMS
messages during the 212 alumni reunion event. Did you hear of this story? How do you rate its
accuracy?

• (MISLEADING) In August of 2018 Eliefweb reported that public assistance being sent to Lombok
after the earthquake is not directly from the government or the president. Did you hear of this story?
How do you rate its accuracy?

• (MISLEADING) In September of 2018 Detik News reported that the founder of NetTV Wishnutama
Kusubandio appeard in a video with current VP candidate Sandiaga Uno in July 2016. He did not
mean for it to be political. Did you hear of this story? How do you rate its accuracy?

• (MISLEADING) In February of 2019 Merdeka reported that the man who expressed support for
Prabowo at the UN is not a diplomat or delegate. Did you hear of this story? How do you rate its
accuracy?

• (MISLEADING) In October of 2018 Merdeka reported that Habieb Rizieq’s children were turned
around at the Yemen/Oman border, but ALL foreigners are not allowed to pass through that border.
Did you hear of this story? How do you rate its accuracy?

• (FALSE) In MONTH of YEAR, SOURCE reported that Chinese citizens were arrested by TNI AD
members for making fake ID cards. Did you hear of this story? How do you rate its accuracy?

• (FALSE) In MONTH of YEAR, SOURCE reported that Vaccines are poison. Did you hear of this
story? How do you rate its accuracy?

• (FALSE) In MONTH of YEAR, SOURCE reported that religious education will be removed in In-
donesia. Did you hear of this story? How do you rate its accuracy?

• (FALSE) In MONTH of YEAR, SOURCE reported that Ahok gets special treatment in prison. Did
you hear of this story? How do you rate its accuracy?
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