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1. Introduction

This chapter summarizes research on the effects of women’s leadership and gender-based policies in developing countries. Women are disadvantaged on many fronts globally, and particularly so in developing countries. Women’s wages are 77% of men’s wages globally, and only 26% of the world’s parliaments are comprised of women. In developing countries, 57% of women have completed secondary school compared to 64% of men, and only 44% of women participate in the labor force compared to 73% of men.1 Women are also subject to gendered issues such as high rates of maternal mortality and exposure to physical and sexual violence. In 2017, there were 211 maternal deaths for every 100,000 live births and almost one-third of women worldwide were estimated to have experienced sexual violence.2

Given this backdrop, many countries have established a range of policies targeted towards women. These run a gamut from quotas in political office and other employment, equalizing opportunities for education across men and women, directing specific monetary transfers to women recipients and targeting microfinance schemes to women borrowers. In this chapter, we examine the effects of these types of gender-based policies on overall development outcomes and those of women specifically.
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1 Data from the UN’s Gender Inequality Index, UN Women and the Inter-Parliamentary Union.

2 Data from the UN Population Fund and the World Health Organization, on behalf of the United Nations Inter-Agency Working Group on Violence Against Women Estimation and Data (2021).
In keeping with the theme of the Handbook, we examine primarily the circumstances under which gender-based interventions can be analyzed in an experimental, or quasi-experimental, framework. These include cases where such policies are implemented as randomized controlled trials or occur under circumstances that would approximate a random assignment. We also include studies where specific political or other situations result in quasi-experimental gender variation, such as policies or political events that increased women’s political representation. We do not include natural experiments or policy initiatives that are not targeted at gender, even though they may have gendered effects. Examples of these include economic shocks, war, male out-migration, trade policies etc. Since the focus of the chapter is on natural experiments, we exclude experimental interventions introduced by researchers rather than by governments or other policy actors.

The rest of the chapter is structured as follows: Sections 2 and 3 examines the impact of political gender quotas, which have been implemented by more than 100 countries around the world. We discuss the typical methods used to analyze their effects, which are based either on randomized assignment (i.e. a comparison of treatment and control groups) or difference-in-differences (DiD) approach using staggered implementation of such policies. As we discuss each method, we discuss the underlying assumptions needed for identification of treatment effects and describe the common methods of testing for these. Section 4 examines natural experiments generated by the political setting, where many papers use a regression discontinuity design (RDD) to examine the effects of women’s leadership. Section 5 discusses other gender-based policies that have been analyzed using DiD and RDD techniques. Section 6 concludes with a brief summary and directions for future research.

2. Political Gender Quotas

2.1. Political gender quotas around the world

According to the aggregated database of the International Institute for Democracy and Electoral Assistance (IDEA), more than 100 countries have some type of gender quota in their political systems. These are all aimed at increasing women’s representation in political office and can be of three broad varieties: (a) reserved seats that specify a
percentage of seats in the legislature that must be filled by women, (b) candidate quotas that specify a certain percentage of electoral candidates to be women, or (c) political party quotas. Quotas of type (a) and (b) are typically mandated via constitutional amendments or specific legislation, while type (c) is usually voluntarily chosen by political parties. Developing countries with reserved seats (quotas of type (a)) include Egypt, Haiti, Burundi and local governments in India. Developing countries with candidate quotas (b) include Indonesia, Colombia, Bolivia and Paraguay. Countries have voluntary party quotas for women include El Salvador, Kenya and Mali. Currently, 27 countries have some type of reserved seats in the single or lower house of the national parliament, 61 countries have candidate quotas, and 23 countries possess voluntary political quotas.\(^3\) Relatively few countries (22) have gender quotas for the upper chamber. At the sub-national level, 50 countries have mandated candidate quotas and 27 have reserved seat quotas.

It may be useful to consider here a few mechanisms by which gender quotas may affect overall development or women’s outcomes. The implementation of gender quotas can lead to an increase in the number of women holding political office: as of 2015, countries that had gender quotas of types (a) or (b) had, on average, 24.7 percent women’s legislative representation, whereas those without quotas had an average of 18.4 percent, a statistically significant difference (Hughes et al., 2019). Such numerical or descriptive representation may or may not translate into “substantive representation” i.e. incorporation of women’s interests into policy decisions. This would depend on whether women indeed have different preferences from men, whether women in elected office share these different preferences, and whether the political system allows individual legislators or leaders some leeway to exercise their preferences in policy outcomes.\(^4\) Finally, gender quotas may change the “symbolic representation” of women, namely how women are viewed by society as a whole. Gender quotas may result in altered social views about the gendered aspects of public life, may result in updated beliefs about women leaders’ competence, or
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\(^4\) For instance, the basic two-candidate model of Downsian competition predicts that the policy chosen will be that preferred by the median voter, regardless of the preferences of the candidates (Downs, 1957). Other models allow candidate preferences to have a role in policy choices (Osborne & Slivinsky, 1996; Besley & Coate, 1997).
may result in backlash or resentment against the implementation of a quota (Franceschet et al., 2012).

Below we describe some of the research that has analyzed the substantive and symbolic effects of gender quotas in developing countries. The experimental analysis typically arises from features of the quota’s implementation in specific countries. Most papers use either a randomized assignment of quotas across different places or a quasi-random analysis using variation over time and space. We describe the typical analysis below and discuss the conditions under which quota implementation can be treated as a natural experiment.5

2.2 Analysis of gender quotas as a randomized experiment

A well-analyzed example of randomized assignment of gender quotas arises from India’s implementation of a gender quota in local governments, which was mandated by a 1993 constitutional amendment. The amendment required all local councils to have 33% seats in each local council to be reserved for women, as well as reserving 33% of village council head positions for women. Importantly, in most states, the villages that were required to have women chairpersons were chosen randomly from a list of all villages. This enabled researchers to examine the effects of the quota by simply comparing outcomes in village councils that were required to have women chairs (“treatment” areas) to outcomes in village councils that were not required to have women chairs (“control” areas).

Chattopadhyay and Duflo (2004) collected unique data on the provision of several types of public goods (water facilities, road condition, irrigation facilities etc.) across 256 villages in the states of West Bengal and Rajasthan. Their hypothesis was that local councils headed by women would respond more to the preferences of women, which they document by examining what men and women had complained about to the local council in previous years. They find that women in both these states were more concerned than men about the quality of drinking water facilities, that women were more concerned than men about road quality in West Bengal but not in Rajasthan, and that there were no differences between men and women regarding irrigation concerns.

---

5 Clayton (2021) surveys a wider range of evidence on the effects of gender quotas, including non-experimental studies and qualitative research.
In order to interpret the randomized assignment of women council heads as a natural experiment, the authors needed to verify two important conditions. The first is that this policy actually made a difference to the gender of the council head. This would be violated, for instance, if a large fraction of non-reserved villages also elected women heads (say, because quotas resulted in a big change in voters’ views of women leaders in other locations). Chattopadhyay and Duflo (2004) verify that this does not happen: only 6.5% of unreserved villages in West Bengal and 1.7% in Rajasthan have women chairpersons.

The second condition is that the villages selected for women council heads are ex-ante similar to those that were not, meaning that the randomized assignment resulted in “balanced” treatment and control groups. The authors show that reserved and unreserved villages are very similar on many characteristics prior to the implementation of the gender quota, including population, literacy rates and water provision (Table 1, panel A).

[Insert Table 1 here]

After verifying these conditions, Chattopadhyay and Duflo (2004) compare public goods provision across reserved and unreserved villages, as a measure of the impact of the gender quota. They find that reserved villages invest more in public goods that are more closely linked to the concerns of women (Table 1, panel B). For instance, reserved villages in West Bengal are found to have, on average, 24 newly built or repaired drinking water facilities, compared to only 15 in unreserved villages (columns 1 and 2). In Rajasthan, the corresponding figures are 7.3 for reserved villages and 4.7 for unreserved ones (columns 5 and 6). These differences are statistically significant at the 5% level of significance (columns 3 and 4 show the difference and associated standard error for West Bengal, and columns 7 and 8 for Rajasthan). This is consistent with the drinking water concerns expressed by women in both states. Further, reserved villages in West Bengal (where women expressed more concern over roads) invest significantly more in road maintenance compared to unreserved villages. Such a difference is not seen in Rajasthan, where women were not more concerned about roads than men. Similarly, neither state shows a difference in irrigation provision, an issue on which there is no gender-based preference difference.

While these are convincing causal estimates of the quota policy, it is less clear that these are attributable primarily to leader’s gender rather than other correlates of being a woman leader in this environment e.g. women are typically less educated than men, have
lower financial resources, are more likely to be first-time office holders and are less likely to want to run for re-election. Chattopadhyay and Duflo’s detailed survey allows them to control for these characteristics, with the effect of the quota remaining unchanged, suggesting that it is indeed the leader’s gender that matters. Another issue they devote attention to is establishing whether these changed public goods results are a result of women’s different preferences rather than women’s different leadership styles (perhaps women leaders are more responsive to citizen complaints). Their survey enables them to track responsiveness to both male and female citizen complaints, and their results strongly indicate that it is not responsiveness in general but women-specific preferences that drive the results.

How far do these results generalize? The evidence from different parts of India is mixed in this regard. Deininger et al. (2020) find a positive effect of gender quotas on women’s participation on a national public works program. Duflo and Topalova (2004) use a nationwide survey of public goods and citizen satisfaction across 2,304 randomly selected villages in 24 states. When comparing villages where the chairperson position was reserved for women with villages where it was not reserved, they find higher levels of public goods in the women-reserved villages (particularly drinking water and education facilities), and citizens report paying fewer bribes in women-reserved villages. Despite these positive aspects, citizens are less satisfied with their local governments when there is a woman chairperson. The authors do not distinguish the mechanisms behind this result but propose alternatives such as the fact that maybe women’s performance is worse in unobservable aspects, or the fact that women politicians also have some characteristics that make them more likely to be judged unfavorably. It is also possible that pre-existing social norms may make citizens averse to having women leaders (“taste-based” discrimination), or may react negatively to the fact of having a mandated quota.

Evidence from other studies have highlighted some negative effects of the local government gender quota. Gajwani and Zhang (2015) analyze data from the state of Tamil Nadu and find that fewer roads and schools are built in villages with women chairpersons; they also document that women leaders are less knowledgeable about the political system and have fewer interactions with upper-level officials. In a similar vein, Bardhan et al. (2010) use data from 16 districts of West Bengal to find that women’s reservation has no
impact on drinking water or roads and results in worse targeting of benefits to needy households. Ban and Rao (2008) examine data from four states and find that women leaders provide more education facilities, a dimension on which there is no gender difference in expressed preferences; there is, however, no difference in their provision of water and sanitation facilities that are strongly preferred by women. Rajaraman and Gupta (2012) survey four other states and find women’s reservation increases building construction, but not spending on water or sanitation. Deininger et al. (2014) use a nationwide sample to document lower quality of water, sanitation and education provision in women-reserved areas, but an increased willingness to contribute to public goods. Results from all these papers cannot be compared to Chattopadhyay and Duflo (2004) due to differences in the samples used. In other words, India is a very large country with large variations across regions, which means that these widely differing results are likely due to differences in the social context (how educated or empowered women are in the local areas), differences in the expressed preferences of women relative to men, or political factors that may give lower or higher agency to women chairpersons over and above women councilors. A meta-analysis of the effect of gender quotas would thus be needed in order to claim external validity.

2.3. Dynamic effects of gender quotas

A different concern with such “randomized experiment” designs is that they cannot reveal the dynamic effects over time, which includes women leaders’ learning progress, changes to women’s political participation, the changing views of voters, changes in the types of men and women elected to political office, and changes to social norms about women’s roles in public life. All of these will shape whether the effects of gender quotas become cumulative or attenuate over time. A few recent papers have begun to shed light on these dynamics.
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7 Political parties in Spain, for instance, placed women in areas where they were unlikely to win, thereby undermining the effectiveness of candidate quotas (Casas-Arce and Saiz, 2015). Party-specific quotas in developed countries have been shown to increase the average quality of male candidates (Besley et al., 2017; Baltrunaite et al., 2014).
Afridi et al. (2017) track the time path of women leaders’ effectiveness using a sample of villages from Andhra Pradesh state. They find that women leaders’ inexperience leads to higher citizen dissatisfaction and more corruption experienced at the beginning of their terms, but that there is no difference between women and men at the end of the five-year terms. Chaudhuri et al. (2022) similarly find that experienced female politicians are as likely to display dishonest behavior as male politicians in an experimental game, but that inexperienced women are less likely to be dishonest. These results suggest that cross-sectional correlations showing lower corruption under women leaders (Dollar, Fisman & Gatti, 2001; Swamy et al., 2001; Brollo & Troiano, 2016) may not last over the longer term as women politicians become more experienced.

The results are mixed when it comes to the effect of gender quotas on women’s political participation. Chattopadhyay and Duflo (2004) find a higher fraction of women attending village council meetings when there is a woman chairperson in West Bengal, but not in Rajasthan (Table 1, panel C). On a different measure of participation, there is no statistically significant difference in the frequency of complaints by women or men. Many of the other studies cited in Section 2.2 find a higher participation of women in village meetings when there is a woman chairperson, but Iyer and Mani (2019) emphasize that such increases are able to close less than half of the gender gap in political participation.

Turning to electoral measures of political participation, Beaman et al. (2009) find that women’s political candidacy increases in villages that were reserved for women in two consecutive terms, but not after a single term. They also document a decline in measured statistical discrimination amongst voters, but not in taste-based discrimination. However, analysis of a randomized gender quota in Lesotho finds an increase in women’s electoral success even after the quota is withdrawn, but this is mostly attributable to the exit of male incumbents (Clayton & Tang, 2018). In fact, having a quota-mandated female representative reduces several dimensions of women’s self-reported engagement with local politics (Clayton, 2015). Bhavnani (2009) use data from Mumbai to find an increase in candidacy after just one term of women’s reservation, but re-analysis by Sekhon and Titiunik (2012) find much smaller effects. The latter paper points to an important statistical consideration, namely that gender quotas in a nearby area can have spillover effects (e.g.
women candidates often switch areas to contest from a reserved one rather than an unreserved one), so it may not be correct to treat these units as “independent” of each other.

Such spillover effects of quotas can potentially extend to the longer term and to other groups. The evidence base on such effects is small and inconclusive. Some papers have examined the effects of gender quotas on the aspirations and outcomes of the next generation. Beaman et al. (2012) found positive effects of quotas on educational and political aspirations of adolescent girls after a long (ten-year) exposure to women leaders. This is similar to cross-sectional evidence on greater political interest and engagement in countries with more women legislators (Wolbrecht and Campbell, 2007), but a DiD analysis of corporate board quotas in Norway finds only “mixed support” for the view that the reform affected the decisions of younger women (Bertrand et al., 2019).

A common concern with quotas or other affirmative action policies is whether prioritizing gender representation would lead to lower diversity on other dimensions. In the case of India, if the female representatives are likely to be from higher castes, then caste diversity would suffer due to the introduction of the gender quota. Two studies from India use the time-varying nature of seat reservation to find opposite results on this question: Karekurve-Ramachandra and Lee (2020) find more high-caste representation in gender-reserved seats, while Cassan and Vandewalle (2021) find more low-caste representation in such seats.8

3. Using Panel Data Analysis to Analyze Gender Quotas

A different empirical strategy to examine the effect of quotas or other gender-based policies relies on staggered implementation of such policies over time and space. Iyer et al. (2012) provide an example of this methodology. They examine India’s gender quota, not by comparing places with or without a woman leader, but by examining outcomes in states before and after the implementation of the gender quota. Note that this captures the effect of the quota at all levels, namely in village, intermediate, and district councils and chairperson positions. In contrast, the papers described earlier capture only the effect of a
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8 Cross-sectional studies find that gender quotas improve the diversity of elected representatives along other dimensions (Barnes & Holman, 2020).
woman chairperson, over and above the presence of women as village councilors; those papers also do not take into account the role that may be played by quotas at the upper levels. Iyer et al. (2012) examine crimes against women as the primary outcome of interest, using a two-way fixed-effects regression specification:

\[ Y_{st} = a_s + b_t + g \text{GenderQuota}_{st} + X_{st}'d + e_{st} \]

In equation (1), \( Y_{st} \) measures crimes against women in state \( s \) and year \( t \), and the main explanatory variable is \( \text{GenderQuota}_{st} \), a dummy that equals one if state \( s \) has implemented the gender quota in local elections on or before year \( t \). \( a_s \) are fixed effects for each state (i.e. a dummy for each state), which essentially control for any time-invariant state characteristics such as geography, history or long-standing gender norms. \( b_t \) are fixed effects for each year, which control for any nationwide changes in year \( t \) that affect all states. The coefficient \( g \) is therefore identified purely by using the fact that different states implemented the gender quota in different years, so that each state can be compared to itself before and after such implementation, using the changes over the same period in non-quota states as a proxy for what the changes would have been in state \( s \) in the absence of the quota.

The staggered implementation of a policy across different areas at different times can be interpreted as a quasi-experimental variation under certain conditions. First, since the comparison is outcome changes in quota-adopting areas to changes in non-adopting areas, it should not be the case that quota-adopting areas were already experiencing faster or slower changes in outcomes even prior to the quota. This is often called the “no differential pre-trends” assumption. The typical way to test this is to conduct a difference-in-difference analysis for several years restricting the sample to a period before the policy was implemented, or conducting an event-study type of analysis and showing the existence of effects only for the period after the policy. If the policy was indeed a “natural experiment,” then we should see no significant differences prior to policy adoption in the states that would subsequently adopt the quota.

Second, the estimates may be biased if the adoption of gender quotas coincided with the adoption of other policies that also affected crimes against women. To investigate
this, researchers need to understand the policy context and the reasons behind the variation in timing across states e.g. Iyer et al. (2012) cite the pre-existing schedule of local elections, lawsuits filed on the basis of caste and budgetary concerns as reasons for staggered implementation. Researchers also need to control for other state- and time-varying covariates that might simultaneously affect $Y_{st}$ and $GenderQuota_{st}$. This is denoted as $X_{st}$ in equation (1). Iyer et al. (2012) control for economic variables (per capita state GDP, fraction working in farming, urbanization), indicators of women’s social and economic progress (the female share of the population, women’s literacy rates), and women’s representation in state institutions (the fraction of women in the policy, whether the state has a woman Chief Minister).

Iyer et al. (2012) find that the introduction of gender quotas results in a significant increase in reported crimes against women, but not in gender-neutral crimes (like burglary or arson) or in crimes where the victims are male. Together with supporting survey data, they attribute this effect primarily to a greater propensity of women victims to come forward in the post-quota period, and a greater probability of police action (e.g. arrests) on their behalf. This effect is particularly interesting, given that the women elected via local gender quotas do not have direct jurisdiction over the police.

Finally, the two-way fixed-effects estimator may be biased in the presence of heterogeneous treatment effects. This estimator compares the change in outcomes for a state that implements the quota in year $t$ to the change in outcomes for states do not implement the quota at time $t$. The latter category includes both states that implemented the quota after time $t$ (i.e. “not-yet-treated” at time $t$), and also states that implemented the quota before time $t$ (“already treated”). If early quota adopters have a larger effect (say) than later adopters, then using these “already treated” states as de facto controls for the late adopters may result in estimates that are biased and even of the opposite sign to the actual treatment estimates. Several recent papers have discussed methods to both quantify the extent of such bias and to construct alternative estimators that would be robust to such biases (de Chaisemartin & D'Haultfoeuille, 2020; Goodman-Bacon, 2021; Callaway & Sant’Anna, 2021; Sun & Abraham, 2021). Since these techniques have been developed very recently, many of the DiD papers surveyed here do not perform these tests.
Such two-way fixed-effects or difference-in-difference analyses have been used to examine the effects of gender quotas in a cross-country setting. The adoption of a gender quota has been documented to result in a substantial increase in health spending (Clayton & Zetterberg, 2018) and a reduction in maternal mortality (Bhalotra et al., 2022). Examining variation of quota adoption in Mexican states, where political parties were limited in the proportion of candidates of the same gender they could have in their lists and where quotas were not always effectively implemented, Zetterberg (2012) finds that female leadership does not influence women’s self-reported interest in politics. Nor does he find any systematic impact on women’s political engagement across 17 Latin American countries with varying quota experiences (Zetterberg, 2009). Studies using state-level variation in the timing of India’s local gender quota have shown an increase in women’s political candidacy at the (higher) state and national levels (Karekurve-Ramachandra, 2021; Maitra & Rosenblum, 2022). Some studies have used the randomized reservation of women at the district council level to examine the effects on sex ratios at birth (Kalsi, 2017), and women’s candidacy at the state level (O’Connell, 2020).

4. Quasi-Random Assignment of Women Leaders

4.1. Close elections in a first-past-the-post system

As discussed earlier, while gender quotas have increased female political representation, they can also affect the nature of political competition, by affecting the way candidates, voters, and political parties behave. Thus, estimating the effects of quotas on policy includes the effect of not just women policymakers, but also these other changes. Some features of political systems can be used to identify purely the effects of changing the leader’s identity because of quasi-random variation generated by the existing system without any new interventions. A widely-used feature in empirical research is the as-if-random nature of close elections in a first-past-the-post electoral system. In first-past-the-post (FPTP) systems, common in the U.S., U.K. and India, the winner must obtain a higher number of votes than the runner-up to win. When this vote difference is very small, it means that both the winner and runner-up had an almost equal probability of winning. Under some circumstances, who actually wins can be treated as a natural experiment.
A Regression Discontinuity Design (RDD) is the most common way to analyze such quasi-experimental variation. A typical example is estimating the causal effect of a woman’s presence in political office on an outcome Y.\textsuperscript{9} We describe the implementation of RDD in Bhalotra et al. (2018), who examine whether a woman’s electoral victory results in greater female candidacy in the next election.

### 4.2. Identifying assumptions in RDD

To implement the RDD, Bhalotra et al. (2018) compute the “vote margin” i.e. the difference in the fraction of votes obtained by the female and the male candidates. This variable $X$ is known as the \textit{forcing, assignment or running variable}. While this variable is continuous (can range between -1 and +1), it has discontinuous consequences at the threshold of zero: when the vote margin exceeds zero, the woman candidate wins the election and when less than zero, the male candidate wins. The RDD compares outcomes across places where women narrowly win (vote margin $>0$) to outcomes in places where women narrowly lose (vote margin $<0$), after controlling for the direct effects of the running variable. The regression specification is:

\begin{equation}
Y_i = a + g \text{AboveThreshold}_i + f(\text{RunningVariable}_i) + e_i
\end{equation}

In equation (2), $Y_i$ represents the outcome (e.g. future female candidacy) in place $i$, $\text{AboveThreshold}_i$ is a dummy that takes value one when the running variable (vote margin) is above the threshold (zero) and $f$ is a continuous function of the running variable, which captures the possibility that places where women win by large margins are different from places where they lose by large margins.

When can the estimate $g$ be interpreted similarly to a coefficient estimated in an experimental setting?\textsuperscript{10} First, we need to verify that being above the threshold changes the electoral outcome. This is obvious in the case of elections, but may be violated in other cases (e.g. people who are above an eligibility threshold for government benefits may

\footnotesize{
\textsuperscript{9} Other policies that vary sharply at a threshold can also be used in RDDs. Examples include being eligible for government benefits below a specific income threshold or cities above a certain size acquiring electronic voting machines (Fujiwara, 2015).
\textsuperscript{10} For a more formal and detailed explanation please check https://mixtape.scunning.com.
}
nevertheless be able to access them). Second, as we get closer to the discontinuity, we need to show that the probability of being above or below the threshold should be quasi-random. This means that male or female candidates should not have a differential advantage in winning close elections. This is often tested by examining whether the density of the running variable is continuous at the threshold (see McCrary (2008) for a formal test). Predetermined covariates and prior outcomes should not vary discontinuously at the same threshold; if they do, the RDD estimate may be subject to omitted variables bias. Bhalotra et al. (2018) show that places where women won narrowly are similar along many dimensions to places where women lost narrowly: on demographic characteristics (population, urbanization, literacy etc.), on political histories (female candidates in the previous election, voter turnout), and on other characteristics of the candidate pool (education, wealth, party identity). The latter is very important if female and male candidates systematically differ on those characteristics.

After establishing these validity conditions, Bhalotra et al. (2018) run a RDD regression as in equation (2). They find, after controlling for a quadratic relationship with the vote margin, that the fraction of female major party candidates increases by 8.5 percentage points in places that saw a narrow victory by a woman over a man. Importantly, they find that the entirety of the effect is attributable to the winning women being more likely to contest for re-election. In fact, the share of major party candidates who are “new women” (i.e. those who did not run before) decreases by a statistically significant 2.3 percentage points, suggesting that any demonstration or role model effects of women’s electoral victories do not manifest in the short run.11 Their results are also robust to running local linear regressions around a very small bandwidth near the discontinuity.

A typical way to present the results of RDD is a graph like Figure 1 below. The x-axis shows the running variable, in this case the vote share difference between female and male candidates. The y-axis shows the outcome variable, here the fraction of female major party candidates. The vertical line represents the threshold, where a small change in the running variable results in a large change in the “treatment”. We can see a clear jump or discontinuity in female candidacy at the threshold, which represents the RDD estimate.

---

11 A similar RDD analysis of U.S. data also finds no entry of women candidates in nearby areas after a woman’s electoral victory (Broockman, 2013).
Using a similar RDD on Indian data, Baskaran et al. (2021) find that the presence of women legislators results in significantly higher economic growth, as measured by the growth of night lights. Brollo and Troiano (2016) find that narrowly elected female mayors in Brazil improve education and infant mortality in their cities and are less likely to be corrupt. Despite these positive aspects, they are significantly less likely to win re-election compared to narrowly elected male mayors.\footnote{In contrast, Ferreira and Gyourko (2014) find that women mayors in the U.S. have a higher re-election probability than men, despite their presence not leading to any changes in municipal spending or crime rates. Hessami and Lopes da Fonseca (2020) review the evidence on the effects of female leadership in developed countries.}

### 4.3. Using RDD as an IV

In some cases, the outcome variable is measured at a different level of aggregation than the RDD running variable. For example, in the case of India, development outcomes
are often measured at the level of the administrative district, which has several elected state legislators. In this case, we cannot use the usual RDD, since the outcome cannot be matched to the presence or absence of a specific woman leader. However, we can make an RDD-based instrumental variables strategy as follows: regress the outcome to the aggregate share of elected women, and instrument this aggregate share with the fraction of women who are elected in close elections against a man. What we need for identification is a strong correlation between the fraction of women and the fraction of women politicians winning in close elections against men (akin to the usual IV “first stage” requirement). Since this instrument is constructed based on the existence of close mixed-gender elections, the exclusion restriction may be violated if the occurrence of close elections is correlated with the outcome variable. It is therefore important to control for the fraction of close mixed-gender elections when running this IV version of the RDD specification.

Formally, the specifications are as follows, where equation (3) is the second stage and equation (4) is the first stage:

\[
Y_{idt} = \theta_d + \eta_t + \beta WL_{dt} + \lambda TC_{dt} + X_{idt} \eta + \epsilon_{idt}
\]

\[
WL_{dt} = \pi_d + \rho_t + \kappa WC_{dt-1} + \mu TC_{dt-1} + X_{idt} \sigma + u_{d,t-1}
\]

where \(Y_{idt}\) is the outcome of individual \(i\) in district \(d\) and year \(t\), and \(WL_{dt}\) is the fraction of constituencies in district \(d\) that elected women. The latter is instrumented with the share of constituencies in the district won by women in close elections against men in the same time period, \(WC_{dt}\). The fraction of constituencies in the district in which there were close elections between women and men, \(TC_{dt}\), is controlled for in the second stage (equation 3) and partialled out of the instrument in the first stage (equation 4). The coefficient of interest is \(\beta\), which identifies the impact of female relative to male legislators. Other controls such as district and time fixed effects, polynomials in the margin of victory in each mixed-gender election, or individual characteristics, can be included to reduce standard errors, but are not essential to the identification.

Clots-Figueras (2012) uses this fuzzy RDD to find that the election of a female politician increases the probability that individuals living in urban areas attain primary education; however, the effects are not present in rural areas. She shows that her estimates are consistent with running RDD regressions in those districts that had only one mixed-gender election. Bhalotra and Clots-Figueras (2014) use a similar strategy to find that the
presence of women legislators leads to lower infant mortality; Anukriti et al. (2022) find that women legislators’ presence results in divergent fertility preferences across men and women, and manifests in higher levels of domestic violence.

5. **Quasi-Experimental Analyses of Other Gender-Based Policy Interventions**

Several non-quota policies are amenable to a DiD analysis, provided that researchers can identify individuals or areas that were affected by the policies at different times. In the case of individuals, researchers usually examine cohorts that were exposed to specific policies and compare them to different cohorts (in the same place) that were not exposed to those policies. For instance, several states in India amended inheritance laws to give women a greater share of the family property; women whose fathers died prior to the passage of such laws form the unaffected cohorts, whose outcomes can be compared to women whose inheritances were subject to the new laws. Papers analyzing the impact of these laws find contrasting effects. Deininger et al. (2013) find that women’s age of marriage and level of schooling rose after their enactment. However, Bhalotra et al. (2020) find that they led to an increase in female foeticide and neonatal mortality, while Anderson and Genicot (2015) find an increase in female and male suicide rates after these laws. La Ferrara and Milazzo (2017) also find the reverse result in Ghana, namely that education levels of boys in matrilineal communities fell after they became eligible for a higher level of inheritance.

Muralidharan and Prakash (2017) compare the outcomes of a bicycle grant program directed at secondary school girls in the Indian state of Bihar. Their triple-difference strategy compares the outcomes of affected cohorts of girls to those of unaffected cohorts, using boys and the neighboring state of Jharkhand as comparison groups. They find a large and significant increase in secondary school enrolment and completion for girls who benefited from this program, especially those who lived at an intermediate distance (5-13 km) from the schools. A similar program in Zambia reduced the number of school days missed by girls and improved their perceptions of being in control of their lives, but had no effect on school or grade progression (Fiala et al., 2022). Anukriti (2018) analyzes the effects of financial incentives that were aimed at reducing fertility and improving the
gender ratio at birth, and finds that the gender ratio worsened as fertility declined.\textsuperscript{13} Amaral et al. (2021) find a substantial increase in the reporting of violence against women after women-only police stations are opened.

While RDD has been mainly used in the context of elections, it can also be used to analyze policies where there is a clear cutoff that determines eligibility for a particular policy. For example, Erten and Keskin (2018) use an RDD to estimate the effects of a compulsory education reform in Turkey that increased girls’ education on domestic violence, and Bergolo and Galvan (2018) examine the effects of a cash transfer program targeted to women in Uruguay on women’s employment and household decision-making.

\textbf{6. Conclusions}

Most findings on experimental and quasi-experimental impacts of gender-based policies do not generalize across settings, even within the same country. This is clearly the case for studies analyzing the random allocation of quotas for female politicians in local governments in India. This policy was implemented in a randomized setting that has been proven to be equivalent to an experimental approach, but this means it will suffer from many problems that arise in randomized controlled trials, which ensure internal validity, but may have large external validity and generalizability costs. Experimental approaches may also not be good at tracking spillover effects across units of observation. This is the case because independence is often an assumption. Cluster-randomization can be one way to address this in experimental settings, but it may not be easily applied by policymakers. However, non-experimental studies are likely to suffer from worse problems, especially related to the existence of omitted variable bias and reverse causality.

The next stage of research should provide a more theory-driven analysis of gender-based policies that takes into account differences across contexts and can predict in which settings they are more likely to be effective. For example, a meta-analysis of India’s gender quotas would be a clear opportunity to learn about this. Many public policies are not implemented in ways to allow for experimental or quasi-experimental impact evaluation; partnerships between academics and policymakers can be one way to increase our

\textsuperscript{13} The link between reduced fertility and a male-biased gender ratio has also been explored in Ebenstein (2010) and Jayachandran (2017).
knowledge base of the effects of gender-based policies. Yet another big gap in the current knowledge set is due to the fact that most gender-based policies are only targeted towards women, while changing women’s outcomes and particularly social norms may require some targeting towards men.
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Table 1: Analysis of a Gender Quota as a Randomized Experiment

| Panel A: Characteristics of reserved and unreserved villages, 1991 census |
|-------------------------------------------------|-----------------|----------------|-----------------|-------------------|-----------------|----------------|----------------|
|                                                  | West Bengal state |                | Rajasthan state |
|                                                  | Chairperson post |                | Chairperson post |
|                                                  | Reserved (1)    | Unreserved (2) | Reserved (5)    | Unreserved (6) |
| Population                                       | 974             | 1022           | 1249            | 1564             |
| Female Literacy Rate (fraction)                  | 0.35            | 0.34           | 0.05            | 0.05             |
| Male Literacy Rate (fraction)                    | 0.57            | 0.58           | 0.28            | 0.26             |
| Fraction of villages with tap water              | 0.05            | 0.03           | 0.12            | 0.09             |

| Panel B: Gender quota effect on public goods investments |
|----------------------------------------------------------|-----------------|----------------|
| # of drinking water facilities newly built or repaired   | 23.83           | 14.74          |
| Condition of roads (1 if in good condition)              | 0.41            | 0.23           |
| # of irrigation facilities newly built or repaired        | 3.01            | 3.39           |

| Panel C: Gender quota effect on political participation |
|--------------------------------------------------------|-----------------|----------------|
| % women participants in village council meetings         | 9.8             | 6.88           |
| Have women filed a complaint in the last 6 months       | 0.20            | 0.11           |
| Have men filed a complaint in the last 6 months         | 0.94            | 1.00           |

Notes: Figures from Chattopadhyay and Duflo (2004). Columns 1 and 2 reflect average values in villages with reserved chairperson positions and villages without such reservation, for the state of West Bengal; columns 5 and 6 provide corresponding figures for the state of Rajasthan. The standard error is based on a t-test for equality of means across the sample of reserved vs unreserved villages.